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A Fault Tolerant Parallelization Framework Based on
Distributed Hash Table for Large-scale Search Problems

YASUBUMI NOZAWA,* DAISAKU YOKOYAMA'
and TAKASHI CHIKAYAMA'

Fault-tolerance is necessary for widely distributed, long-running, parallel computation. The
server-client framework has been commonly used to solve many practical search problems de-
manding a large amount of computing resources. This framework, however, only can treat
embarrassingly parallel problems that can be easily divided into mutually independent sub-
problems. Problems such as combinatorial optimization and game tree search can also be
divided into smaller subproblems recursively, but different parent problems may generate
common child problems. For efficiency, these shared child problems should be computed only
once reusing the already computed results. The server-client framework cannot treat such de-
pendencies. In this paper, we propose a framework of parallel computation for such problems
using a distributed hash table. Fault tolerance is achieved by simply redoing the root problem.
All the results of already solved subproblems are reused and thus the recovery process is quite
efficient. We implemented this framework and evaluated it through applying it to A* search
of Rubik’s cube problem. We obtained 48 times speedup using 63 PCs of a cluster. We also
tried to verify the fault tolerance of this framework through experiments of inserting artificial
faults to some nodes.
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