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Portable Compiler Backend for a
Multi-Processor Based on Fine-Grain Parallelization

TAKEFUMI M1vosHI! and NOBUHIKO SUGINOT2

Portable compiler for a multiprocessor based on a fine-grain parallelizing method is pro-
posed. Now, for various single processors, there exist portable optimized compilers, which
can generate object codes according to the respective target machine definitions of proces-
sors. For a multiprocessor architecture, however, portable compilers are hardly known, since
various issues for architecture, such like appropriate assignment and ordering of instructions
on multiple processing elements, communication codes between processing elements, and so
on, must be considered. In this presentation, an implementation scheme of portable optimized
compiler backend with COINS is proposed. At first, a fundamental processing elements to de-
fine an architecture are introduced, and its quantitative evaluation scheme is discussed. And
then, directives which can control assignment and schedule of instructions are defined. These
directives can be given according to other user defined parallelization results. At last, a fine
grain parallelization method based on CP/DT/MISF and a scheme to split the program are
explained. By the fine grain parallelization method, a given program is parallelized according
to the evaluation scheme under constraints given by directives in the program.
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