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1 Introduction

The problem of computing approximate GCD of multivariate polynomials with inexact coefli-
cients has been studied in [1] and [2]. In [3], an approach that modifies the modular algorithm
based on Hensel construction was proposed and discussed briefly. In this paper, we mention
the implementation of the algorithm using Maple, Matlab and C in detail.

2 Hensel Algorithm for Multivariate GCD

The problem that we consider here is: Given two multivariate polynomials F(z, -, z,) and
G(zy,- -, T,) with coefficients of limited accuracy, are there nearby poly nomials Wlﬂl a non-
trivial GCD for a given tolerance €7

The EZGCD algorithm reduces two input polynonuals to two umvanate polynomials whose
GCD is then lifted back to the multivariate domain using a generalized Newton’s iteration. It
is essential to choose a good evaluation point so that the homomorphic GCD is relatively prime
to one of its cofactor. Now let us concentrate on Hensel construction. For simplicity, suppose
we are given polynomials F(z,y), G (z), and H(z) such that:

F=GYH® mody (1)
with deg, (F) < n, where deg, (F) is the total degree of F w.r.t. y, and n is an integer. Assume

we want to lift the two univariate factors to degree n in y. At step k of Hensel lifting, we want
to compute G¥)(z,y) and H®)(z,y) such that:

F= G®H® mod y**!,  and (2)

GH® = G*-D mod vk, H® = gV mod gk (3)

We can derive that lifting from y* to ¥**! amounts to solving for Ajs in the following
univariate Diophantine equation:

F— G&-1 k-1

” = Agk)H(O) + Agk)G(O) mod v, (4)

where A (i = 1,2) are univariate polynomials in C[z]. If G (z) and H(z) are relatively
prime, then the problem is reduced to solve the linear algebra equations:

M Z=b, ~ (5)

ot



where b is the coefficient vector of polynomial in the left side of (4), 7 is the coefficient vector
of polynomial AW (i = 1,2); M is Sylvester matrix of polynomial G and .

Here we prefer QR decomposition to solve (5). Because it is easy to exploit the structure of
the Sylvester matrix M for a efficient and stable algorithm, by adopting both Given rotations
and Householder transformation methods.

Another important issue related to Hensel construction is when the Hensel iifting is termi-
nated. In the symbolic computation, process will be terminated after & > decfj However,
it shows difference in the floating-point computation case. Both factors G® and H® continue
to include terms with high degree w.r.t. y. The computation becomes more unreliable when
the power of y increase to a relatively high. So rather than lifting to the full degree w.r.t. y, we
prefer to estimate the degrees of the y in the factors and stop the lifting as soon as one factor
arrives it. Try to get the full expression of another factor by solving an overdetermined linear
equation system, and to improve them by solving a linearized minimization problem as in {3].

min ||[F — GH — GAH — AGH]||. (6)
AGAH

3 Comprehensive Environment Constructicn

It is clear that we need powerful tools to handle several numerical linear algebraic problems
such as solving linear systems, least squares and minimization. A large amount of experiments
have been done to show much more efficient if we make use of Matlab or C programs. Our
comprehensive system for approximate GCD computation of multivariate polynomials can be
described as:

e Use Maple to perform symbolic computation;

e Invoke Matlab function from within Maple system to perform numerical computation
such as linear programming solving and least squares solving.

e Merge C programming application routines qr_sylvester.c acting as the Sylvester ma-
trix QR solver into Matlab being as its plug-in function, so as to be available from Maple.

4 Conclusion

In this paper, we briefly discuss using Hensel lifting algorithm to compute approximate GCD
of multivariate polynomials in €. A comprehensive environment has been constructed by
Maple/Matlab/C combination for a more efficient algorithm.
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