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Linux containers are getting increasingly popular, due to its light-weight virtualization. Cloud providers
embrace the technology as an enabler of massive multi-tenancy. While providers are eager to deploy as many
containers in a physical machine as possible, they avoid overcommitting resources, fearing that it degrades
the performance of all or some of the containers. In doing so, cloud providers tend to make conservative
allocations of resources because it is not necessarily well understood how much the overcommitment makes
impact on the performance and how the impact can be mitigated. This paper presents our quantitative study
of performance variance of under memory overcommitted situation. Concretely, we deployed many instances
of a Web application in Docker containers, and drove all or some of them at two different load levels. We
observed significant performance variance under memory overcommitment for highly-loaded containers, as
well as lightly-loaded ones, because all containers were swapped out, regardless of the memory access rate.
We also found that setting an appropriate value of a cgroup parameter for the highly-loaded container was
surprisingly effective in reducing the variance of the container both in throughput and latency.
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