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1. Introduction

In recent years various wireless links have been incorpo-
rated into the Internet. Therefore, studies about TCP in
wireless networks deserve special attention [1, 2, 3].

Wireless links often have higher link error rates than
their wired counterparts. Because conventional TCP pro-
tocols are designed to be used in wired networks with low
link error rates, they don’t take link errors into account.
That is, they assume that segment losses are solely due
to congestion in networks [4]. For this reason, when the
conventional TCP protocol is applied in wireless networks,
performance of TCP declines very much [1, 3].

In this paper, we propose a new scheme to avoid per-
formance degradation of TCP in wireless networks, which
require link level retransmissions on wireless links and the
modification of TCP-sender. This scheme doesn’t pose
problems on the implementation which existing ones do.
In addition, experiments show this scheme yields higher
performance than existing ones in the cellular network and
in the satellite network.

2. Related Works
2.1 Snoop Scheme
Snoop [1] is the TCP-aware retransmission control on the
wireless link. Snoop is implemented at the base station
BS, where it observes TCP headers of packets which pass
through BS. The idea. is to keep any occurrence of packet
loss due to link error transparent to the sender until time-
out occurs.

Snoop has the following problems on the implementa-
tion.

1. Per-flow management is needed on BS. So BS has

large overhead.

2. If IP encryption is used, this scheme is not usable.
Also TCP performance is affected owing to the following
reasons.

1. Link error detection based on dupacks is not efficient.

2. If the round trip time between BS and TCP-receiver
are large, timeout may occur.

2.2 Delayed Duplicate ACKs Scheme
Delayed Duplicate ACKs(DDA) scheme (2] uses link level
retransmission (TCP-unaware retransmission). If the or-
der of the segment arrival at the TCP-receiver is different
from the order of the segment transmission at the TCP-
sender, the TCP-receiver delays generating the third and
subsequent dupacks for a certain optimal time d.

DDA scheme has problems on the implementation. It is
difficult to estimate the optimal time d both dynamically
and statically.

Also TCP performance is affected owing to the following
reasons.
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1. If time d is too large, throughput may decrease due
to timeout.

2. If segment losses occur due to congestion, the error
recovery is unnecessarily delayed for time d. As such,
the benefits of using dupack vanish.

Window_
Revival 0

Continuation of
Slow_Start()
no n
congestion ? o Slow_Start() @

Fast_ {

Congestion_
Avoidence (}

]

Retransmit
)

Window_Save ()
,,

Figure 1: Flowchart of TCP-I&RW
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3. Our Proposal

In this section, we propose a new end-to-end flow con-
trol scheme we named as “T'CP Identification & Reviv-
able Window (TCP I&RW)” to improve TCP performance
in wireless where the wireless links support link level re-
transmission controls for link errors. TCP-sender in TCP
1&RW places an identification tag for every data segment
it sends. Like conventional TCPs, if a segment loss is de-
tected, it first infers a congestion, lowers the sending rate
and retransmits with a different identification tag. Sender
figures out the actual cause of segment loss depending on
identification response field in the ACKnowledgement cor-
responding to the retransmitted data. If the segment loss
is due to link errors, sender revives its transmission rate to
the value prior to the retransmission. As such, through-
put degradation due to erroneous detection of congestion
is avoided. This ensures an improved throughput for TCP
over wireless links. Figure 1 shows the flowchart of TCP-
1&RW.

4. Evaluation

We evaluate TCP-I&RW scheme (that is, TCP-I&RW
with link level retransmissions) and other related flow con-
trol schemes using the ns-2 simulator [9]. We measure
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Figure 2: Simulation scenario for the cellular network
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Figure 3: Simulation scenario for the satellite network

throughput (Figure 4) in cellular networks (Figure 2) and
bandwidth utilization (Figure 5) over satellite links (Fig-
ure 3). The x-axis in Figures 4 and 5 indicate link error
rate per segment. Other flow control schemes we compare
with, are (1) TCP-Reno without link level retransmissions,
(2) TCP-Reno with link level retransmissions, (3) Snoop
scheme (TCP-Reno based) and (4) DDA scheme (TCP-
Reno based).

The TCP-sender is assumed to be performing a bulk
data transfer. Each TCP data segment contains 1000
bytes, while each TCP ACK contains 40 bytes. We use
NAK-based selective repeat [10] as the link level retrans-
mission on the wireless link. Each link level NAK contains
16 bytes. The wireless link has a priority scheduling queue
which can hold at most 50 segments. That is, each link
level NAK and each TCP data segment retransmitted by
the wireless link has priority to send before other seg-
ments in the queue. TCP ACKSs and link level NAKs are
assumed not to be lost due to link error, because these are
sufficiently small. The variable d which is a delay time of
the third dupack of DDA scheme is statically set twice the
propagation delay (i.e. round trip time) on the wireless
link.

5. Conclusion

Results from our experiments for the cellular network and
also for the satellite network show that our proposed new
scheme can achieve better performance than existing well
established ones. This proves TCP 1&RW to be a strong
candidate for deployment over wireless links.
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Figure 4: TCP throughput in the cellular network
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Figure 5: Bandwidth utilization on the satellite link

mance over wireless links,” in ACM SIGCOMM, Stanford,
CA, August 1996.

N.Vaidya, M.Mehta, C.Perkins, and G.Montenegro, " De-
layed Duplicate Acknowledgements: A TCP-Unaware Ap-
proach to Improve Performance of TCP over Wireless,”
Journal of Wireless Communications and Wireless Com-
puting (Special Issue on Reliable Transport Protocols for
Mobile Computing).

A.Bakre and B.Badrinath, "I-TCP: Indirect TCP for mo-
bile hosts,” in Proc. 15th International Conf. On Dis-
tributed Computing Systems (ICDCS), May 1995.
V.Jacobson, ”Congestion avoidance and control,” in Proc.

ACM SIGCOMM, August 1988.
W.R.Stevens, TCP/IP Illustrated. Addison-Wesley, 1994.
A.DeSunibem, N.Chuah, and O.Yue, " Throughput perfor-

mance of transport-layer protocols over wireless LANs,” in
Proc. Globecom '93, December 1993.

H.Balakrishnan, S.Seshan, and R.Katz, "Improving reliable
transport and handoff performance in cellular wireless net-
works,” ACM Wireless Networks, vol. 1, December 1995.
V.Jacobson, R.Braden, and D.Borman, »TCP Extensions
for High Performance ”, IETF RFC 1323 "TCP Extensions
for High Performance”, May 1992.

K.Fall and K.Varadhan, "ns Notes and documentation,”
tech. Rep., the VINT Project (UC Berkeley, LBL, USC/1S],
and Xerox PARC, April 2002.

[10] ”Data service options for wideband spread spectrum sys-
tems: Radio link protocol,” V&V version, TIA/EIA/IS-
707-A.2, PN-4145.2, July 1998.

4

(5]
(6]

(7]

(9]



