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Abstract: Research on social network analysis (SNA) has been actively pursued. Most SNAs focus on either social
relationship networks (e.g., friendship and trust networks) or social interaction networks (e.g., email and phone call
networks). It is expected that the social relationship network and social interaction network of a group should be closely
related to each other. For instance, people in the same community in a social relationship network are expected to com-
municate with each other more frequently than with people in different communities. To the best of our knowledge,
however, there is not much understanding on such interaction locality in large-scale online social networks. This paper
aims to bridge the gap between intuition about interaction locality and empirical evidences observed in large-scale
social networks. We investigate the strength of interaction locality in large-scale social networks by analyzing different
types of data: logs of mobile phone calls, email messages, and message exchanges in a social networking service. Our
results show that strong interaction locality is observed equally in the three datasets, and suggest that strength of the
interaction locality is invariant with regard to the scale of the community. Moreover, we discuss practical implications

as well as possible applications.
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1. Introduction

Research on social network analysis (SNA) has been actively
pursued [1], [2], [3]. In SNA, individuals are represented by
nodes in a graph, and social ties among them are represented by
links [1], [2], [3]. The resulting graph is then analyzed to un-
derstand complex social phenomena, which involve interactions
among a large number of people.

Most SNAs focus on either social relationship networks [4],
[51, [6], [71, [8] or social interaction networks [9], [10], [11], [12],
[13], [14]. Links in social relationship networks represent rela-
tionships among individuals, such as friendship or trust. In con-
trast, links in social interaction networks represent actual interac-
tions between individuals, such as email communication, phone
calls, or face-to-face conversation.

Although it is intuitively expected that the social relationship
network and social interaction network of a group should be
closely related to each other, there is not much understanding on
the relationship between these two types of networks. For in-
stance, it is expected that the community structure of a social re-
lationship network should affect the interactions among the peo-
ple in the network. A community in a social relationship net-
work is a densely connected subgraph, and in many cases, it rep-
resents a group in a real world[15]. Therefore, people in the
same community in a social relationship network are expected
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to communicate with each other more frequently than with peo-
ple in different communities. We call this characteristic inter-
action locality (Fig.1). The concept of the interaction locality
is not new, since it has been studied in the area of social sci-
ences [16], [17], [18]. However, empirical studies are limited to
analysis on small-scale social networks in offline environments.
In contrast, recent trends in SNAs are shifting from small-scale
analysis in offline environments to large-scale analysis in online
environments [1], [19]. Better understanding of interaction local-
ity in large-scale social networks in both offline and online envi-
ronments should be useful for understanding social phenomena
and also for developing novel services, such as inferring potential
communication demands and detecting anomalous interactions
within a social relationship network by SNA. To the best of our
knowledge, however, there is not yet any empirical evidence that
proves the existence of interaction locality in large-scale online
social networks because traditional SNAs focus on small-scale
social networks in offline environments, and in recent SNAs fo-
cusing on online environments, social relationship networks and
interaction networks have, in most cases, been analyzed indepen-
dently of each other.

This paper aims to bridge the gap between intuition about inter-
action locality and empirical evidences in large-scale social net-
works. We therefore investigate the strength of interaction lo-
cality in large-scale social networks by analyzing data on mobile
phone calls [20], email messages [21], and message exchanges in
a social networking service (SNS) [22]. We obtain communities
of users of mobile phones, email, and an SNS by analyzing ac-
tual or inferred friendship networks, which are social relationship
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Fig. 1 Intuition about the interaction locality. People in the same commu-
nity in a social relationship network are expected to communicate
with each other more frequently than with people in different com-
munities.

networks. As a measure of the strength of interaction locality, we
choose the ratio of the number of interactions within the commu-
nity to the total number of all interactions.

Our main contributions are summarized as follows.

e We empirically show that 80-90% of interactions are com-
munications among individuals in the same community, and
strong interaction locality is observed equally in data on mo-
bile phone calls, email, and SNS messaging.

e We find that the strength of interaction locality is invariant
with regard to the scale of the community.

e We analyze the dynamics of the interaction locality, and
show that the strength of interaction locality does not change
frequently over time.

e We introduce possible applications of our findings and also
show the feasibility of one of those applications through pre-
liminary experiments.

The remainder of this paper is organized as follows. In Sec-
tion 2, we introduce past studies related to social relationship and
interaction network analyses. In Section 3, we extensively in-
vestigate the strength of interaction locality using data on mobile
phone calls, email messages, and message exchanges in an SNS.
Section 4 discusses practical implications of our results. Section 5
introduces a possible application of our findings, and examines its
feasibility through case studies. Finally, Section 6 concludes this
paper and discusses future works.

2. Related Work

In the area of social sciences, the interaction locality has been
studied [16], [17], [18]. For instance, Lomi et al. [16] propose
a model of organizational evolution, in which global dynamics
emerges from local interaction among individual organizations.
This model succeeded to explain the organizational evolution,
which implies the existence of the interaction locality. Leifer [17]
discusses the relation between local actions and the roles of ac-
tors. Mandel [18] analyzes the local interaction of individuals and
their role in a community. These traditional SNAs focus on small-
scale social networks in offline environments. In contrast, we
investigate the interaction locality in large-scale social networks
including online social networks using several types of commu-
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nication logs.

Analysis of the relationship between social interaction and re-
lationship networks is a rather new research topic. Eagle et
al.[20] analyze the relation between a phone call network of
students and faculty at a university and the friendship network
among them. The research reveals that the structure of a friend-
ship network can be inferred from mobile phone log data. Golder
et al. [23] show that in a popular SNS, Facebook, approximately
90% of messages are exchanged among friends. Weng et al. [24]
analyze the information diffusion in social networks. They ana-
lyze information diffusion network and evolution of follow net-
work in a micro-blogging service. Consequently, it is shown that
information diffusion affects the evolution of follow network. The
results of these works suggest that social relationship and inter-
action networks are closely related to each other. However, the
interaction locality, which we focus on in this paper, is not yet
well understood.

One notable exception to the dearth of research on interaction
locality in large-scale social networks is the analysis of a society-
wide phone call network performed by Palla et al. [25]. They
show that durations of phone calls between individuals in the
same community are 5.9-fold the durations of calls between in-
dividuals in a different community. This result strongly suggests
the existence of interaction locality. However, the communities
in Ref. [25] were obtained from the phone call network, which is
a social interaction network. In contrast, we focus on the com-
munities obtained from social relationship networks.

3. Experiment

3.1 Datasets and Methodology

We investigate the strength of interaction locality using three
datasets, which contain records of interactions on different com-
munication media: mobile phone calls (MIT dataset) [20], email
messages (Enron dataset) [21], and message exchanges on an
SNS (Facebook dataset) [22]. The MIT dataset contains mo-
bile phone call logs among students and faculty at MIT (Mas-
sachusetts Institute of Technology) from September 2004 to June
2006. The Enron dataset contains logs of emails sent to and from
employees of the Enron Corporation during April 2000 to March
2002. The Facebook dataset contains logs on messaging among
users in Facebook, which is a popular SNS, during January 2008
to December 2008. The MIT and Facebook datasets also con-
tain “friendship” information among mobile phone and Facebook
users, respectively.

We obtained communities (i.e., densely connected clusters) of
mobile phone, email, and SNS users from these datasets. Since
the MIT dataset and the Facebook dataset contain friendship in-
formation among the users, we obtained communities by directly
applying a popular community detection algorithm called the fast
Newman algorithm [26] to the friendship networks constructed
from the friendship information. A friendship network is an un-
weighted undirected network where nodes correspond to users.
A link between nodes i and j (corresponding to users i and j) is
generated when users i and j are friends. Since the Enron dataset
contains neither friendship information nor explicit community
information, we inferred communities in the Enron dataset based
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(a) MIT dataset

(b) Enron dataset

(c) Facebook dataset (A subnetwork,
where nodes belong to the largest com-
munity, is shown. Communities ob-
tained from the subnetwork are de-
picted in different colors.)

Fig. 2 Visualization of friendship networks in three datasets (communities detected with the Fast New-

man algorithm are depicted in different colors).

(a) MIT dataset

(b) Enron dataset

(c) Facebook dataset

Fig. 3 Visualization of interaction networks in three datasets (communities detected with the Fast New-
man algorithm are depicted in different colors). A link between two nodes represents the existence
of interaction between them. These figures visually show that most interactions occur within com-

munities.
Table 1 Overview of datasets.
dataset number of users ~ number of communities  observation duration
MIT 60 10 9 months
Enron 149 9 24 months
Facebook 63,731 771 12 months

on an inferred friendship network, which was constructed from
the records of email communications. The inferred friendship
network is an unweighted undirected network where nodes cor-
respond to Enron employees. A link between nodes i and j is
generated when the number of email exchanges between employ-
ees i and j exceeds a predefined threshold 7. We used 7 = 5 in
our experiments. We then obtained the communities from this in-
ferred friendship network using the fast Newman algorithm [26].
Figure 2 is visualization of the friendship networks and commu-
nities observed in the MIT dataset, the Enron dataset, and the
Facebook dataset. Figure 3 is visualization of the interaction net-
works in three datasets. Table 1 summarizes several properties of
three datasets: the number of users, which correspond to nodes in
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friendship networks, the number of communities detected by the
fast Newman algorithm, and the observation duration of commu-
nications.

We investigate the strength of interaction locality at three lev-
els: the network level (macroscopic locality), the community
level (mesoscopic locality), and the node level (microscopic lo-
cality). Let i be a user, ¢; be a community to which user i belongs,
V. be a set of users in community ¢, n; ; be a number of interac-
tions from user i to user j. An interaction from user i to user j
corresponds to a phone call originated from user i to user j, an
email message from user i to user j, and a message from user i
to user j in the MIT dataset, the Enron dataset, and the Facebook
dataset, respectively. We define the number of intra-community
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Fig. 4 Distributions of the strength of microscopic locality (Counts shown in the vertical axis is defined
as the number of users whose strengths of microscopic locality are in the range of each bin).

Table 2 The strength of the macroscopic locality: Ratio of the number of
intra-community interactions to the number of all interactions.

MIT
0.93

Facebook
0.85

Enron
0.82
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where V is a set of users in friendship network G. Using these
measures, we investigated the strength of interaction locality in
each dataset.

3.2 Macroscopic Analysis

We first perform macroscopic analysis, in which we investigate
the strength of macroscopic locality using all communications
data in the three datasets. Table 2 shows the ratio of the number
of intra-community interactions to the number of all interactions
(i.e., the strength of macroscopic locality) in each dataset.

Table 2 shows that 80-90%
community in all datasets. As we intuitively expected, strong

of interactions are intra-
interaction locality is observed in mobile phone call, email, and
SNS messaging logs. It should be noted that strong locality is
commonly observed in communications in several types of me-
dia. This result offers evidence to prove the existence of strong
interaction locality.

3.3 Microscopic Analysis

We next investigate the interaction locality at the microscopic
level. We calculated the strength of microscopic locality for each
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Table 3 Community size, number of intra-community calls (Intra calls),
number of inter-community calls (Inter calls), and strength of
mesoscopic locality by community (MIT dataset).

ID  Community size Intracalls Intercalls Locality
1 13 1,991 55 0.97
2 13 1,418 14 0.99
3 9 2,393 184 0.93
4 9 690 18 0.97
5 4 288 159 0.64
6 3 20 0 1.00
7 3 10 29 0.26
8 2 8 0 1.00
9 2 0 5 0.00

10 2 4 15 0.21

user. Figure 4 shows the distribution of the strengths of micro-
scopic locality in each dataset. Note that users with no interac-
tions are excluded in these figures.

Figure 4 shows that the strengths of the microscopic local-
ity of most users are 0.8-0.9 in all datasets. This result shows
that strong interaction locality can be observed not only from the
macroscopic viewpoint, but also from the microscopic viewpoint.
We can also find that small fractions of users do not have strong
interaction locality. Such users might play a role to bridge multi-
ple communities, or belong to multiple communities.

3.4 Mesoscopic Analysis

We next investigate the interaction locality at the mesoscopic
level. We investigate the strength of mesoscopic locality as well
as other mesoscopic properties (i.e., community size, the num-
ber of intra-community interactions, and the number of inter-
community interactions) for each community. Because the num-
ber of communities in the Facebook dataset is large (see Table 1)
and showing the mesoscopic properties of all communities in the
Facebook dataset would be lengthy, we focus on the MIT dataset
and the Enron dataset in this subsection. The Facebook dataset
will be investigated in the next subsection.

Tables 3 and 4 summarize several mesoscopic properties —
community size, the number of intra-community interactions,
the number of inter-community interactions, and the strength of
mesoscopic locality — in the MIT dataset and the Enron dataset,
respectively.

Table 3 shows that strong interaction locality is observed in
most of the communities in the MIT dataset. Note that we should
carefully check the strength of the mesoscopic locality in each
community since some communities (in particular communities
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Table 4 Community size, number of intra-community emails (Intra email),
number of inter-community emails (Inter email), and strength of
mesoscopic locality by community (Enron dataset).

ID  Community size  Intraemail Inter email Locality
1 56 5,555 947 0.85
2 30 6,172 1,508 0.80
3 28 4,772 752 0.86
4 23 2,743 957 0.74
5 8 184 43 0.81
6 1 0 2 0
7 1 0 4 0
8 1 0 5 0
9 1 0 5 0

community 1-3

community 1

Fig.5 Anillustrative example of obtaining communities of different scales.
Large community 1 is divided into smaller communities 1-1, 1-2, and
1-3.

8,9, and 10) are very small. Table 4 also shows that strong inter-
action locality is observed in the Enron dataset.

We observe that the strengths of mesoscopic locality of differ-
ent communities are comparable regardless of the sizes of com-
munities. Moreover, we note that the strengths of macroscopic
locality in the MIT dataset and the Enron dataset are also com-
parable. In other words, the strength of interaction locality of the
Enron dataset as a whole is 0.82 (see Table 2), and the strengths
of interaction locality of communities in the Enron dataset, which
are obtained from partitioning, are still around 0.8 (see Table 4).

This result suggests a hypothesis that strong interaction local-
ity is universal and independent from the scale of the commu-
nity. Many social networks have hierarchical community struc-
tures [27]. Similar interaction locality strengths may be observed
at different levels of the hierarchy (i.e., at different scales of com-
munities). We further investigate this phenomenon in the next
section using a large-scale dataset with hierarchical communities,
the Facebook dataset.

3.5 Effect of the Scale of Community

To investigate the effects of the scale of community, we ob-
tained communities at different scales and examined the strength
of mesoscopic localities for these communities. An illustrative
example of obtaining communities at different scales is shown in
Fig.5. To obtain communities at different scales, we recursively
used the community detection algorithm [26]. We recursively
partition a community in the Facebook dataset into smaller com-
munities. Namely, we first obtain communities from the Face-
book dataset. For each community, we apply the community
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Fig. 6 Relation between the size of a community and the strength of its
mesoscopic locality.

detection algorithm to the subgraph corresponding to that com-
munity. More specifically, for subgraph G, = (V,, E.), where V,
is the set of nodes belonging to community ¢ and E. is the set
of links connecting nodes in V., we divide G, into communities.
We then calculate the strength of mesoscopic locality in each ob-
tained community. We repeat this procedure until the size of the
community becomes smaller than or equal to 100.

Figure 6 shows the relation between sizes and strengths of
mesoscopic locality in all communities. This figure clearly shows
the validity of our hypothesis; i.e., most communities have strong
interaction locality, which is invariant to community sizes. The
mean of the strengths of mesoscopic locality is 0.80. The stan-
dard error is 0.0059. We note that some smaller communities
have weak interaction locality. The cause of this may be that
community detection is too aggressive and thus artificially splits
communities.

3.6 Cause of Scale Invariance

In this section, we discuss why the strength of the interaction
locality is invariant with regard to the scale of a community. In
the Facebook dataset, most (i.e., 97%) of the messages are ex-
changed between friends, so the strength of interaction locality is
mostly determined by the ratio of the number of intra-community
links to the number of all links in the friendship network. There-
fore, a simple and intuitive explanation for scale-invariance in the
interaction locality is that the community structure in the social
relationship network itself is scale-invariant (i.e., the ratio of the
number of intra-community links to the number of all links in
a community is invariant regarding the scale of the community).
Ferrara [28] shows that the ratio of intra-community links of most
communities in Facebook are high regardless of the community
size. We therefore expect that the community structure in Face-
book could be scale-invariant.

We investigate the mesoscopic intra-community link ratio in
each community (i.e., the ratio of the number of intra-community
links to the number of all links in a community). Figure 7
shows the relation between the size of a community and the intra-
community link ratio in the community. This result shows that
intra-community link ratios are centered around 0.8 regardless of
the size of community. The mean of the intra-community link ra-
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tios is 0.79. The standard error is 0.0052. This result supports our
hypothesis that community structure is scale-invariant. There-
fore, we suggest that this is the main cause of the emergence of a
scale-invariant pattern in interaction locality.

3.7 Stationarity Analysis

Communication patterns among users may change over time,
which raises a question: does the strength of interaction locality
change over time?

To answer the above question, we finally investigate the sta-
tionarity of the strength of interaction locality. We focus on the
macroscopic locality rather than mesoscopic and microscopic lo-
The
time evolutions of the number of interactions and the strength

cality to investigate the overall communication patterns.

of macroscopic locality per month are shown in Figs.8 and 9,
respectively. Time stamps of interactions are available in the
datasets, and we calculated the macroscopic locality for each

02 F i

Intra-community link ratio

O 1 1 1
100 1000 10000

Community size

Fig. 7 Relation between the size of a community and the ratio of intra-
community links to all links in the community.

month from interactions occurred in the month.

These figures indicate that in all datasets, the frequency of
interactions significantly varies (see Fig.8), but the strength of
macroscopic locality is almost stable (see Fig. 9). Mean strengths
of monthly macroscopic localities in MIT, Enron, and Facebook
datasets are 0.94, 0.85, and 0.85, respectively. The standard errors
are 0.0082, 0.016, and 0.0028, respectively. This suggests that the
strength of interaction locality does not change frequently. A pos-
sible explanation on such finding is that neither the community
structure in social relationship networks nor the communication
patterns of the users change frequently.

4. Practical Implications

This section discusses practical implications of our results. The
fact that strong interaction locality exists should be useful in de-
signing new services.

For instance, our findings can be utilized for anomaly detec-
tion [29]. Figure 10 illustrates anomalous communication de-
tection using the interaction locality. Our results show the ex-
istence of strong interaction locality, which implies that a large
volume of communication between members of different com-
munities seems to be anomalous. Our results also show that the
strength of interaction locality does not change frequently, which
implies that rapid changes in the strength of interaction locality
suggests occurrence of possible anomalous events. Using these
characteristics, a novel scheme for anomaly detection can be de-
signed. Feasibility of anomaly detection based on our findings
will be examined in Section 5.

Another possible service based on our findings is estimation of
traffic demands among individuals. Our results imply that coarse-
grained traffic demands of individuals can be inferred from their
communities. Such traffic pattern is expected to be useful for
traffic engineering [30] and virtual network embedding [31]. Fig-

(a) MIT dataset
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(b) Enron dataset

Fig. 9 Strength of macroscopic locality for each month.

(¢) Facebook dataset
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ure 11 illustrates an example of virtual network embedding using
community information. Coarse-grained traffic demands can be
estimated from network users’ communities. We can construct
a virtual network topology accommodating the estimated traffic
demands. Since the traffic pattern is suggested to be stable, the
constructed topology is expected to efficiently accommodate the
traffic for long period of time. In our previous work [32], we
have shown that efficient virtual network topology construction
is achieved using community information if the strong interac-
tion locality exists. When we conducted the previous work, there
were little empirical evidence on the existence of the interaction
locality, and the effectiveness of our method was not fully shown.
However, our present work confirms the effectiveness of the pre-
vious work.

community  __———__ 4 ‘\\ interaction

suspected as anomalous communication

(a) A large amount of communication between members of different
communities can be considered as anomalous

implying existence of anomalous communication

—

Interaction locality

Precision

%

Time

(b) Rapid changes in the strength of interaction locality
can identify existence of anomalous communication

Fig. 10 TIllustrative example of anomalous communication detection using
the interaction locality.

estimated traffic demand

virtual link

physical link

physical communication network

Fig. 11 An example of virtual network embedding using community in-
formation: A virtual network topology accommodating the esti-
mated traffic demands obtained from community information is

constructed [32].
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The scale-invariance in interaction locality is also useful. If
we can know the strength of interaction locality in some small
communities, then we can also know the strength of interaction
locality in larger communities. Our results show that the strength
of the interaction locality may be different for communication
media. However, our results suggest that observing a fraction of
a large-scale social network is enough to know the strength of
interaction locality in the network.

5. Case Study on Anomaly Detection based on
Interaction Locality

Through a case study, we examine the feasibility of anomaly
detection based on our results.

Anomaly detection is a problem to detect anomalous users who
communicate anomalously. In what follows, we use the MIT
dataset for the case study. We randomly select 10 users among
60 users in the MIT dataset, and synthetically make those users
anomalous simply by multiplying the volume of their commu-
nications by (1 + @). Let N; be a number of interactions (i.e.,
phone calls) from user i in the dataset. For each randomly-chosen
anomalous user i, we randomly generate additional aV; interac-
tions from the user i to randomly-selected users.

For detecting anomalous users, our method utilizes knowledge
obtained from our results. As shown in Section 3, the strength
of microscopic locality of most users exceeds 0.9 (see Fig. 4 (a)).
Our method calculates the strength of microscopic locality of a

08 | i
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02040608 1 121416 1.8 2
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volume of anomalous interactions
Fig. 12 Precision and recall when changing parameter o determining vol-

ume of anomalous interactions (M = 0).
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Fig. 13  Precision and recall when changing parameter @ determining vol-
ume of anomalous interactions (M = 10).

user, and if it is less than a threshold 7 and the user has at least
M interactions, the method classifies the user as anomalous.

We investigate how accurately those 10 anomalous users can
be detected with our method while changing the parameter a. As
measures for evaluating the accuracy of anomaly detection, we
use precision and recall, which are standard measures for evalu-
ating classification problems [33]. Let A be a set of anomalous
users, and D be a set of users detected as anomalous with our
method. Precision is defined as |A N D|/|D|, and recall is defined
as |[AND|/|A|. We calculated average of these measures over 1,000
trials.

Figures 12 and 13 show precision and recall while changing
the parameter @ determining volume of anomalous communica-
tion when M = 0 and M = 10, respectively. Figures 12 and 13
show that if @ > 0.3, more than 80% anomalous users are detected
with 60-70% precision by setting the threshold 7 = 0.85. These
results show that our method successfully detect most anoma-
lous users with considerable precision even when the volume of
anomalous communication is small. This suggests usefulness of
the interaction locality in anomaly detection, as well as the feasi-
bility of anomaly detection using community information.

6. Conclusion and Future Work

This paper has empirically validated the hypothesis that people
in the same community in a social relationship network commu-
nicate with each other more frequently than with people in dif-
ferent communities. Our results support our hypothesis, and we

© 2015 Information Processing Society of Japan

have shown that 80-90% of interactions occur within commu-
nities in mobile phone, email, and SNS messaging communica-
tions. Moreover, our results suggest that the strength of interac-
tion locality is invariant with regard to the scale of the community.
We also introduced possible applications of our results, and also
showed the feasibility of anomaly detection using community in-
formation, which is one of the applications of our results.

As future work, we plan to design novel services based on the
fact that strong interaction locality exists. For instance, as dis-
cussed in Section 4, anomalous interaction detection, traffic en-
gineering, and virtual network embedding should be examples of
possible applications. Preliminary experiment in Section 5 shows
the potential of using the interaction locality in anomaly detec-
tion. However, extensive experiments using real anomaly data
are required to fully investigate the effectiveness of the method.
Study for constructing a model to estimate traffic demands of
users is also considered to be an important future work.

Another direction of future work is further analysis of social
relationship and interaction networks obtained from larger-scale
and longer-period observations. There are some questions re-
maining unclear; e.g., (1) is the strength of interaction locality
stable even if longer observation is performed?, and (2) are there
any communities whose mesoscopic locality are extremely weak?
To answer these and also to examine the generality of our findings
in this paper, further investigations are necessary.
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