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An Evaluation of Generational Replacement Schemes
Based on WWW Caching Proxy Server Logs

NORITAKA OsAawA,! TOSHITSUGU YUBA' and KATSUYA HAKOZAKI

This paper proposes and evaluates generational replacement schemes suitable for patterns
of access to World Wide Web (WWW) proxy server caches. The schemes partition a cache
into generations and put frequently accessed data into older generations where entries are
less likely to be replaced. With our schemes, the hit rate per page is about 5.2 percentage
points higher than with the Least Recently Used (LRU) algorithm, using logs of more than 8
million accesses. This improvement reduces the number of cache misses by about 10.8 percent
with respect to the LRU —roughly twice as good as the LRU’s improvement over the First-In

First-Out (FIFO) algorithm.

1. Introduction

As the popularity of the World Wide Web
(WWW) on the Internet continues to increase
rapidly, WWW accesses have come to account
for a large part of network traffic. User ac-
cess latency and server load have also become
problem areas. One effective way of solving
these problems is to use a caching technique.
Caching the frequently accessed data at sites
near a client reduces the network traffic and ac-
cess latency; it also reduces the WWW server
load by reducing the number of accesses to a
server.

Proxy servers were introduced to permit ac-
cesses beyond a network firewall, and sub-
sequently enhanced to include caching facili-

“ties 19). Although there have been several stud-

ies of WWW caching V)-8)7):18):15) ' new caching
schemes for WWW access patterns have not
been fully researched, and the sizes of access
logs (or trace data) used in previous studies
were not sufficient.

This paper proposes generational replace-
ment schemes suitable for patterns of access to
WWW proxy server caches. Caching schemes
are evaluated using the logs of the proxy server
at the Information Processing Center (IPC)
of the University of Electro-communications
(UEC) in Japan. Our analysis of caching per-
formance is based on logs of more than 8 mil-
lion accesses '4). Analysis of the logs shows that
many pages are accessed only once, thus it is
more effective to keep pages that have been ac-
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cessed two or more times than to keep pages
that have been accessed only once. This char-
acteristic is utilized in our generational replace-
ment schemes. The hit rates of the cache, which
are indices of the reduction in network traffic
and access latency, are evaluated and discussed
in this paper. '

We explain the hit rates and our evaluation
method in Section 2. Section 3 describes access
logs used for evaluations and explains the basic
characteristics of the logs. The proposed gen-
erational replacement schemes are explained in
Section 4, and our proposed schemes are evalu-
ated in Section 5. Section 6 discusses how our
schemes differ from other proposed schemes.
Finally, we summarize our findings and outline
our plans for future work.

2. Evaluation Method and Hit Rates

We use trace-driven simulation to evaluate
caching schemes. Trace logs are collected at a
proxy server, and are used as input data to pro-
grams that simulate caching schemes with cache
size parameters. The simulation programs out-
put the hit rates.

The entity that a Universal Resource Locator
(URL) %) refers to is called a page in this paper.
The page is usually implemented as a file in a
server. The page does not represent one file
block but the entire data contained in a file.

Since the size of a WWW page is not con-
stant, two types of hit rate should be consid-
ered: the hit rate per page ( Hp), that is, the hit
rate per entry or URL, and the hit rate per byte
(Hb), that is, the hit rate per data unit (byte).
These will be defined and described in the fol-
lowing subsections. They were not discussed in
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previous studies 115 of WWW caching.

2.1 Hit Rate Per Page

Let H/N be the hit rate per page (Hp) where
H and N are the number of page hit accesses
and the total number of page accesses, respec-
tively. Hp effects the effective access latency:
as Hp increases, the effective access latency de-
creases. The effective access latency D(Hp) is
represented by

D(Hp) = HpDy + (1 — Hp)Dp,
= Dy, — Hp(D, — Dy),
where Dy, and D,,, are the access latencies in the
case of a cache hit (local access) and a cache
miss (remote access), respectively. Therefore,
the reduction ratio Rp;; of D(Hp;) to D(Hp,)
is expressed by the following equation:
D(Hp;) — D(Hp;)
Rp;; =
D(Hp,)
_ (Hp; — Hp;)(Dp — Dp,)
Dy, - Hpi(Dm — Dy)

_ Hp; — Hp;
= " Dm g5,
D, —D; ~ Hpi

2.2 Hit Rate Per Byte

The hit rate per byte (Hb) is defined as B/M
where B and M are the number of hit data and
the total number of accessed data, respectively.
A cache hit does not increase network traffic,
but a cache miss does. Thus Hb influences the
network traffic load. As Hb increases, the ex-
ternal network traffic decreases. When Hb is
improved to Hb', the amount of network traffic
T decreases to T". The reduction ratio Rb of T"
to T is expressed as follows:

_T-T' _ M(1-Hb) - M(1-HY)

kb M M(1 — Hb)
_ HY' — Hb
T 1-Hb '

3. Log Data

This section describes the proxy server in
which logs were gathered and explains basic
characteristics of the logs.

3.1 Proxy Server and Its Users

The proxy server and its users at the IPC of
the UEC are described here. Since educational
workstations (WS’s) for students at the IPC
cannot communicate directly with sites outside
the university, users of the educational WS’s
have to use a proxy server to access pages out-
side the university. The proxy server is believed
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to be used by all users of the educational WS’s
at the IPC. The proxy server at the IPC is also
used as a cache by departments and laborato-
ries that do not have their own caching proxy
servers. The IPC used the CERN httpd 19 as
its proxy server when the logs were collected.

At that time, NCSA Mosaic 2 was the WWW
client on educational WS’s at the IPC. Mosaic
did not hold cached data beyond one session.
On computers other than educational WS’s at
the IPC, other WWW clients were used in addi-
tion to Mosaic. Some of them, such as Netscape
Navigator, held cached data beyond one ses-
sion.

3.2 Periods and Access Amounts

This study focuses on successful accesses with
a Status-Code of 200 through the Hypertext
Transfer Protocol (HTTP)%. Successful ac-
cesses will be simply referred to as accesses
in this paper. Log data were gathered be-
tween 1 pm on November 7, 1995 and 1 pm
on June 25, 1996. The total number of accesses
was 8,362,840, with an average of 36,202.8 ac-
cesses/day. The hit rates during different log
periods, where the cache size was infinite and no
invalidation was performed, are shown in Ta-
ble 1. The period of a log can be seen as an
expiration period, and thus we can estimate the
effect of expiration of data from the hit rates in
Table 1.

3.3 Access Frequencies

The number of pages that have the same ac-
cess frequency is shown in Fig. 1. The X-axis
shows the access frequency of a page, while the
Y-axis shows the number of pages whose access
frequencies are the same. Requesting hosts are
not distinguished in our analyses; thus, the ac-
cess frequency of a page is the total number
of accesses to the page, regardless of the hosts
requesting the accesses. The pages that have
the highest access frequencies are WWW home
pages related to educational computers for stu-
dents. Mosaic on an educational WS usually
accesses the home pages at startup time, be-
cause it does not hold cached data beyond one
session.

Next, we will show that our log data is not
special but usual on the basis of Zipf’s law ).
Glassman ) states that the access frequencies of
pages follow Zipf’s law. The line in Fig. 1 shows
Zipf’s law. In the figure, Zipf’s law is applicable
to the lower range of access frequencies, but
there is a small difference between the law and
the log data.
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Table 1 Hit rates during different log periods. N is the total number of
accesses. N is the average number of accesses per day. M is the
total number of accessed data. M is the average number of accessed
data per day. Hp and Hb are the hit rate per page and the hit rate
per byte, respectively, where the cache size is unlimited.

Period
(Starting from N N
Nov. 07, ’95)

M M Hp Hb

Nov. 14, 95 | 288,518 | 41,216.9
Dec. 05,95 | 1,085,342 | 38,762.2
Jun. 25,°96 | 8,362,840 | 36,202.8

2,165.96 MB | 309.42MB | 69.6% | 53.0%
9,274.40MB | 331.23MB | 78.1% | 58.7%
77,203.66 MB | 334.25MB | 83.5% | 67.8%
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Fig.1 Number of pages that have the same access fre-
quency. (Based on log data collected between
Nov. 7, 1995 and June 25, 1996.)

Let the number of pages whose frequency is f
be P(f). The total number of accesses to pages
whose access frequency is f is A(f) = fP(f).
If Zipf’s law holds, A(f) = M/f where M is
a constant. By transforming equations, we ob-
tain P(f) = M/f%. P(f) is plotted in Fig.1,
where Zipf’s law holds. Moreover, the hit rate
WF) = HF)N(F) = 27, 55005
where pages are accessed according to Zipf’s
law, the cache size is infinite, and no invali-
dation is performed. Let F be the maximum
access frequency, N (F) the total number of ac-
cesses, and H(F) the number of hit accesses.

The hit rate per page is 83.5% where the
cache size is infinite and no invalidation is per-
formed, as shown in Table 1. The hit rate is
70.1% where the access frequency is limited to
between 1 and 1000 in Fig.1. This hit rate is
larger than in other studies 167 because the
amount of log data, cache size and the invali-
dation policy influence the hit rate. According
to Zipf’s law, the hit rate is reasonable because
it is less than ~(1000) ~ 78.0%.

3.4 Access Intervals

The relationship between access intervals and

Cumulative Ratio
o
(9]

P ]
Allintervals <—
£ Firstintervals -#--
'Intervals after two or more accesses -0
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Fig.2 Cumulative ratio of access intervals. (Based on
log data collected between Nov. 7, 1995 and
June 25, 1996).

their cumulative ratios of frequency are shown
in Fig.2. The access interval of a page repre-
sents the interval between an access to the page
and the next access to the same page, no mat-
ter what hosts request the accesses. Let A4;(P)
be the i-th access to a page P, regardless of the
requesting hosts, and let G(A) be the sequence
number of an access A through the proxy server,
also regardless of the requesting hosts. The ac-
cess interval between A;(P) and A;11(P) is de-
fined as G(A;+1(P)) — G(A;(P)).

The cumulative ratio of intervals after two or
more accesses increases more rapidly than the
cumulative ratio of the first intervals, which are
intervals between the first access and the second
access to a page, in Fig. 2.

Figure 1 shows that there are many pages
that are accessed only once. It is useless to re-
tain these pages in a cache: their retention de-
creases the effective cache size in a finite cache
and degrades the hit rate of the cache. Fig-
ure 2 also shows that it is more effective to
keep pages that have been accessed two or more
times than to keep pages that have been ac-
cessed only once. To improve the hit rate, we
propose algorithms that use generations and re-
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place pages according to the possibility of fu-
ture accesses.

4. Replacement Algorithms

First, we propose generational replacement
algorithms that are suitable for WWW data
caching, and then we describe conventional (ba-
sic) replacement algorithms.

4.1 Generational Caching

The proposed algorithms use generations and
replace pages according to the possibility of fu-
ture accesses. A page that has been accessed
only once is less likely to be accessed than a
page that has been accessed two or more times
within a certain period. The algorithm replaces
the entry that is least likely to be accessed.
We call the caching scheme using this algo-
rithm generational caching and a cache using
this scheme a generational cache.

A conceptual diagram of generational caching
is shown in Fig.3. Entries in a cache are se-
quentially ordered. A cache is divided into gen-
erations. Any number of generations are possi-
ble; however, this paper will deal mainly with
evaluations of the simplest case, that is, two
generations.

If an entry is not found in the cache, it is
inserted into the youngest generation. When
an entry is inserted, every entry in the youngest
generation shifts to the next position. An entry
at the end of the youngest generation overflows
and is removed from the cache.

If an entry is found (hit) in the cache, it is
moved to the head of the next-older generation
(or the oldest generation). Entries between the
original position and the destination position
of the entry are shifted. Incidentally, unless the
original position is in the oldest generation, the
entry at the end of the next-older generation
moves to the head of the next-younger genera-
tion, that is, it is not removed from the cache.

If the size of the youngest generation is too
large, pages accessed only once reduce the effec-
tive cache size. On the other hand, when the
size is too small, transition of a page to an older
generation will hardly ever occur, because the
page will be removed before it is accessed again.
Consequently, the hit rate is not improved when
the size is too small. Therefore it is desirable
that the size of the youngest generation should
be larger than the interval between multiple ac-
cesses.

Figure 4 shows a conceptual diagram of gen-
erational caching using an additional history
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Fig.3 A conceptual diagram of generational caching.
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Fig.4 A conceptual diagram of generational caching
using an additional history list.

list. This generational caching uses an addi-

tional history list (a special generation), which

does not hold data but only entry information.

In other words, an entry in the list has only

URL information without the page data that

the URL refers to. Even if an entry is found in

the additional history, the access to the found
entry cannot be considered a hit, because its
data cannot be accessed in the cache. However,
the insertion point is different from that when
the entry is not found, as shown in Fig.4. An
entry found in the additional history is inserted
into an older generation than an entry that is
not found.

4.2 Conventional Algorithimns

Conventional replacement algorithms ") for a
cache are explained and abbreviations for these
algorithms are also given, because they will be
used in a performance comparison with our pro-
posed algorithms. In the following, LRU, FIFO,

LFU and OPT are referred to as conventional

algorithms.

LRU Least Recently Used algorithm. This al-
gorithm replaces the least recently used entry
with a new entry. LRU and simplified LRU
algorithms are widely used in cache replace-
ment.

FIFO First-In First-Out algorithm. This al-
gorithm is used when a simple mechanism is
preferred for the hardware cache.

LFU Least Frequently Used algorithm. This
algorithm replaces the least frequently used
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entry with a new entry.

OPT Optimal algorithm. OPT replaces the
entry that will be accessed in the furthest fu-
ture. OPT cannot be implemented unless the
future accesses are known. Therefore OPT is
not a practical algorithm, but it shows the
limitation of hit rates in a fixed-size cache.

5. Evaluation of Replacement Algo-
rithms

This section evaluates replacement algo-
rithms in a cache with a fixed entry size and in
a cache with a fixed data capacity size. In this
paper, replacement algorithms choose a victim
not only among the pages accessed by the host
that caused the miss, but among all the pages
in the cache. In other words, they are global
algorithms.

5.1 Entry Size Limitation

The results of evaluation of replacement algo-
rithms in a cache with a fixed number of entries
are now given. The hit rates per page for con-
ventional algorithms are shown in Fig. 5, where
the entry size of a cache (the number of entries
in a cache) is limited. Figure 5 shows that Hp
for LRU is higher than that for FIFO, while Hp
for LFU is lower than those for FIFO and LRU
when the cache entry size is small. This is be-
cause the number of entries that have no hits
becomes smaller and becomes 1 if the cache en-
try size is insufficient. In such situations, en-
tries that have more than one hit are rarely
replaced. In brief, the newest entry is almost
always chosen for replacement. Therefore the
hit rate for LF'U is low when the cache is small.

We evaluated two generational algorithms:
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Fig.5 Relationship between cache sizes and hit rates
of pages in conventional algorithms. (Based on
log data collected between Nov. 7, 1995 and
June 25, 1996.)

Mar. 1998

gp2 and gp2a. Both have two generations
but gp2a uses an additional history list. The
replacement algorithm within a generation is
LRU. The hit rates for gp2 and gp2a are shown
in Fig. 6 and Fig. 7, respectively. If the entry
size of the younger generation is too small, only
pages that are accessed consecutively remain
in the cache. Hence the hit rate is bad if the
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Fig.6 The hit rate per page for gp2. (Based on log
data collected between Nov. 7, 1995 and June
25, 1996.)
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Fig.7 The hit rate per page for gp2a with a 16,000-
entry cache. (Based on log data collected be-
tween Nov. 7, 1995 and June 25, 1996.)
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younger generation is too small. On the other
hand, as the entry size of the younger genera-
tion approaches the total entry size of the cache,
the older generation becomes smaller. As a re-
sult, the two-generation cache tends toward a
single-generation cache, and therefore the hit
rate of the cache approaches that for LRU.

Hp for gp2 with a 4,800-entry younger gener-
ation (30% of the total size) is 52.7% as shown
in Fig.6(a). The hit rates per page for LRU,
FIFO and LFU are 48.7%, 46.2% and 28.2%,
respectively, where the total entry size of the
cache is 16,000. Hp for gp2 with a 9,600-entry
younger generation (30% of the total size) is
60.6% as shown in Fig. 6 (b). The hit rates per
page for LRU, FIFO and LFU are 56.8%, 53.6%
and 34.2%, respectively, where the total entry
size of the cache is 32,000. Thus Hp for gp2 is
approximately 4% points higher than that for
LRU in Fig.6. The difference between the hit
rates for gp2 and LRU is larger than that be-
tween the hit rates for LRU and FIFO. That is
to say, the improvement obtained by using gp2
is twice as good as the improvement obtained
by using LRU instead of FIFO in Fig.6.

Hp for gp2a is about 4.8% points higher than
that for LRU at its peak in Fig.7. Figure 7
shows that the additional history list in gp2a
can enhance the hit rate if the younger genera-
tion is small but Hp for gp2a does not signifi-
cantly increase unless the younger generation is
small.

5.2 Data Size Limitation

In the previous subsection, the size of a cache
was limited by the number of pages or entries.
However, the total amount of data should be
considered as the real size limit of a cache.
Therefore, this subsection describes evaluations
in which the total amount of data is limited.
FIFO-s, LRU-s, LFU-s and OPT-s represent
FIFO, LRU, LFU and OPT algorithms, respec-
tively, where the size of a cache is limited by
the total amount of data.

sgr2 corresponds to the gp2 algorithm when
the size of a cache is limited by the total amount
of data. The younger-generation entry size in
sgr2 is determined not by the number of entries
but by the ratio of the younger-generation entry
size to the total entry size.

Figure 8 shows the hit rates for conventional
algorithms where the total amount of data in
a cache is limited. In Fig.8, LRU-s is supe-
rior to FIFO-s and LFU-s. The hit rates per
page for LRU-s, FIFO-s and LFU-s are 52.4%,
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Fig.8 Hpand Hb using conventional algorithms when
the cache data size is limited. Hp and Hb rep-
resent the hit rate per page and the hit rate per
byte respectively. (Based on log data collected
between Nov. 7, 1995 and June 25, 1996.)

49.2% and 50.1%, respectively, where the total
data size of the cache is 256M bytes, and the
hit rates per byte for the same algorithms are
36.4%, 34.4% and 31.1%, respectively, as shown
in Fig. 8. :

Figure 9 shows Hp and Hb for sgr2. In
Fig.9(a), Hp and Hb for sgr2 are 57.6% and
39.7%, respectively, where the ratio of the
younger-generation entry size to the total en-
try size is 10%. Therefore, sgr2 has a hit
rate per page about 5.2% points higher than
LRU-s at its peak. In this case, 5.2% of the
page accesses is equal to about 430,000. Hb for
sgr2 is approximately 3.3% points higher than
Hb for LRU-s at its peak, and 3.3% of the to-
tal amount of accessed data is equal to about
2.5G bytes. The difference between hit rates
for sgr2 and LRU-s is larger than the difference
between those for LRU-s and FIFO-s when the
cache data size is 256 M bytes and the younger-
generation size is 10% of the total entry size
in Fig.9(a). When the ratio of the younger
generation entry size to the total entry size is
10%, the reduction ratio of network traffic (Rb)
of sgr2 with respect to LRU is approximately
5.15 %. Moreover, we obtain a reduction ratio
of the effective access latency of approximately
10.8% when D,, > Dj. This value is equal
to the reduction ratio of cache misses. In other
words, sgr2 reduces the number of cache misses
by about 10.8% with respect to LRU.

The improvement of sgr2 with a 1024 MB
data cache is less than that with a 256 MB data
cache, as shown in Fig.9. However, generally
speaking, sgr2 is superior to LRU.
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Fig.9 Hp and Hb for sgr2. Hp and Hb represent the hit rate per page
and the hit rate per byte, respectively. (Based on log data collected
between Nov. 7, 1995 and June 25, 1996.) )

6. Related Work

Studies have been made not only of caching
in virtual memory systems ') and databases ?)
but also of WWW caching?:6-1%). This sec-
tion explains the difference between our gener-
ational caching schemes and those described in
related work.

Entities in virtual memory systems and disk
management have fixed length. For examples,
disk blocks managed in a disk buffer have the
same length. Previous studies have investigated
only a single hit rate. On the other hand,
WWW entities have variable lengths. There-
fore we investigated two types of hit rate: the
hit rate per page and the hit rate per byte.

Glassman ® reported the results of evaluation
of caching using LRU replacement at the Sys-
tem Research Center gateway of Digital Equip-
ment Corporation, one of the first evaluations
of caching at a proxy. The average number
of accesses per day at the gateway was about
4,000-— about one tenth of our average.

Pitkow, et al.'®) proposed and evaluated a
caching algorithm based on logs from a server,
not a proxy. The period of logs was 3 months,
whereas ours was more than 7 months.

Abrams, et al.1) evaluated LRU and two
of its variations, using logs of a proxy server
at the Virginia Tech (Virginia Polytechnic In-
stitute and State University) campus during
one semester. The logs numbered fewer than
170,000 accesses, whereas ours cover about
8,300,000 accesses. Moreover, the hit rates over
a long period could not be evaluated because of
the limitations of their analysis tools. There-

fore the hit rates which they reported are less
than 50%. As stated before, two types of hit
rate should be considered, because the size of
a WWW page is not a constant. However the
work mentioned above considers only one type
of hit rate, whereas our study evaluates both
the hit rate per byte and the hit rate per page.

Recent studies 1917 have focused on min-
imizing the cost of cache misses and taking
bandwidth into consideration. We will inves-
tigate schemes that attempt to reduce the de-
lay resulting from a cache miss, in addition to
improving the hit rate.

It is known as an empirical law that many
cells (or objects) have a short lifetime and
cells that have lived for a while will live for
a long time in a system that generates cells
dynamically, such as a Lisp programming lan-
guage system. A generational garbage collec-
tion method?® that utilizes this empirical law
has been proposed and used. This garbage
collection scheme performs fewer garbage col-
lections for older generations and more fre-
quent garbage collections on younger genera-
tions. The main objective of the scheme is to re-
duce the overhead of garbage collections. There
is a similarity between our generational caching
and generational garbage collection. However,
the main objective of our caching schemes, un-
like that of generational garbage collection, is
not to reduce the overhead but to improve the
hit rate. Moreover, the statistical characteris-
tics of WWW page accesses cannot be regarded
as identical with those of the lifetime of cells.

Partitioning of a cache has been used for
prefetching in the file buffer cache of a UNIX
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operating system. However, our schemes do
not use look-ahead (prefetching) information,
and our schemes’ method of predicting (esti-
mating) accesses is different from that of the
buffer cache.

7. Concluding Remarks and Future
Work

This paper has proposed generational caching
schemes, evaluated them by using actual logs of
more than 8 million accesses, and shown that
the hit rate per page of our scheme is approx-
imately 5.2% points more effective than that
of LRU at its peak. The improvement in the
hit rate per byte is about 3.3% points. In
other words, the hit rate per page and the hit
rate per byte of our scheme are approximately
10.8% and 5.15% more effective, respectively,
than those of LRU.

If the cache size is sufficiently large, the hit
rates of all replacement algorithms are close
to the optimal hit rate, because replacement
rarely occurs. In these circumstances, our gen-
erational caching algorithms are not always the
best. However, the total amount of valid ac-
cessed data is growing as a result of the in-
crease in the number of sound, image or movie
data and the exponential growth in the number
of WWW accesses. Therefore it will be diffi-
cult to keep all valid accessed data in a proxy
server cache. Only some of the accessed data
will be kept in the cache. Generational caching
schemes are useful because they reduce cache
misses (network traffic) and the effective la-
tency (response time) in a fixed-size cache of
WWW.

Moreover, in environments such as mobile or
wireless WWW %), resources such as disks and
network bandwidth are limited. It is difficult to
enhance resources, because portability is essen-
tial. We expect that generational schemes will
be useful in enhancing hit rates in such envi-
ronments as well as in the usual proxy servers.

For generational caching schemes to be effec-
tive, the size of generations has to be appro-
priate, and manual adjustment of the size of
generations is not desirable. We will therefore
also study automatic adjustment of the size of
generations.
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