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1 Introduction

The information system is composed of multiple
computers interconnected by the high-speed commu-
nication networks. The transmission speed of the net-
work is faster than the processing speed of the process.
The process p; loses messages if the messages arrive
at p; faster than the processing speed of p;. Kinds
of high-speed communication protocols like XTP [1]
are discussed so far. These papers discuss how to ad-
just the transmission rate of the sender so that the
receivers could receive all the messages sent by the
gender. In distributed applications like groupwares, a
group G of multiple processes p;,...,p, are cooper-
ated by exchanging messages with each other in the
high-speed network. Here, each process p; not only
sends messages to multiple processes but also receives
messages from multiple processes in the group. In
the multimedia applications, the processes exchange
multiple streams of data like voice streams and im-
age streams in the group. In this paper, we present a
general model where each process sends and receives
multiple streams which are interrelated in the group
G. We discuss how to allocate the transmission rates
of multiple streams to the processes in the group G
so that the constraints on the streams are satisfied.

2 System Model

2.1 System configuration

The distributed application is realized by the co-
operation of multiple processes py, ..., p, (group G =
{p1, .-, pn})- In this paper, we assume that the pro-
cesses are interconnected by the highspeed one-to-one
channels. G is logically considered to support every
pair of processes p; and p; with a reliable, bidirec-
tional communication channel ( p,, p; ). Every pair
of channels (p;, p;) and (px, p1) are independent. That
is the traffic in (p;, p;) are not influenced by (pu, ).
A unit of data transmitted between the processes is
referred to as a stream, e.g. video stream and image
streamn. A message is a unit of data transmission in
the network. p; decomposes a data of stream from
the application to a sequence of smaller messages and
sends them to the network.

2.2 Massage rates

Each process p, in the group G receives messages if
the messages arrive at p; at a slower rate than p; could
receive. Here, let mazRR;(t) be a maximum receipt
rate of p; at time ¢. We assume that mazRR;(t) is an
invariant constant mazRR;. If the messages arrive at
p; at a slower rate than mazRR;, p; can receive all the
messages. Let RR;(t) be a receipt rate of p; at time
t. TR.(t) denotes a transmission rate of p; at time ¢.
That is, p; sends TR;(t) messages per a time unit at ¢.
Let mazTR; be a maximum transmission rate of p;.
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Each message is destined to the destination processes,
not necessarly all the processes in G. Among TR;(t
messages, p; sends TR;;(t) messages top; att. TR(t
= TRy (t) +..+ TRin(t). Here, TR,-gt) < mazTR;.
p; Teceives messages from py, ..., p, while sending mes-
sages to the processes in G. Here, let 6;; denote prop-
agation delay from a process p; to p;. Assume that
6;; = 6;; for every pair of the processes p; and p; in G
and §;; is time-invariant. p; receives messages at time
t which p; has sent to p; at t—6;;. Hence, TR;1(t—6;1)
+...4 TRin(t—6;r) messages arrive at p; at t[Figurel].
Let AR;(t) be an arrival rate of p; at ¢ which is
given as follows: AR;i(t) = AR;1(2) + -« + ARin(t),
AR;j(t) = TR;;(t — é;;). ARy;(t) is an arrival rate
of messages arrived from p; to p; at t. If AR;(t) <
mazRR;, p; receives all the messages sent to p; from
the processes in G. That is, RR;(t) = AR;(t). Other-
wise, p; loses some of the messages due to the buffer
overrun.

In this paper, we assume that if AR;(t) > mazRR;,
AR;(t) — mazRR; messages per a unit time are lost
by p; at time ¢. That is, each p; can receive mazRR;
messages at every time ¢ even if more messages than
p; could receive arrive at p;. Let L;(f) denote a loss
rate of p; at time ¢, showing how many messages per
in a time unit are lost by pi. If L; < mazRR;, L;(t) =
0. If L;(t) > 0, L;(t) messages are lost by p; at ¢ and
RRi(t) = mazRR;. Each p; receives messages from
Piy-- -1 Pn abt the rate RE&) at time t as presented
here. RR;;(t) is a receipt rate of messages from p; to

pi. RRi(t) = RRu(t) + -+ + RRin(t).
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Figure 1: Arrival rate

If AR;;(t) > RR;;(t), p; lose AR;;(t) — RR;;(t)
messages at . Let L;;(t) denote a rate of messages
which p; loses from p;. Lj(t) = AR;;(t) — RR;;(t).
Even if AR;(t) < mazRR,, L;;(t) may not be zero.
For example, p; controls the receipt rate of message
from p; so that RR;;(t) < maz RR;; for some constant
mazRR;;. Hence, L;(t) is given as follows: Li(t) =
L1 (t) +, -+, + Lin(t).

Let mazRR be mazRR; +...+ mazRR,,. mazRR is
named a total capacity of the system. Let tota.lARétg
be a total arrival rate of the system at . totalAR(¢
shows the amount of messages which are arriving at
the processes at t. Let totalRR(t) be a total receipt
rate of the system at t. totalRR(t) shows the through-
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put of the system at t. Here, totalRR(t) < mazRR and
totalRR(t) < totalAR(t). The efficiency E(t} of the
system at t is defined to be totalRR(t) / totalAR(t).

2.3 Stream rates

Each process p; in the group G sends multiple
streams S}, ..., S:“ (k; > 1) at the same time. Mes-
sages decomposed from each stream S} are transmit-
ted to the destinations in the group G at some rate
TRMt) (h = 1,...k). TRi;(t) = TRy(t) +--+
TRY(t). Here, TR} (t)=0 if S} is not sent to p;.
AR (t) = TR} (t — 6,;) which is the arrival rate of
Sk from p; to p,. Let RR}(t) denote a receipt rate of

messages of S which p; receives from p;. Let L{'j ()

be a rate of messages in 5;‘ which p; loses from p;.
2.4 Fairness

First, let us consider the transmission rates of the
processes. Suppose that p; and p; would send mes-
sages in the network. Suppose that there are two
systems Ty and T, which support the group G of the
processes pi, .., Pn With different rate-based flow con-

tro! strategies. Let TRSk)(t) be a transmission rate of
pi by the system T} at time t. T} is defined to be more
fair than T, on the transmission rates of p; and p; at

viff TR (@) - TRO@) < TR ) - TRIP(R)!.
Here, let VTR(*)(t) be the variance of TR(,k)(t), vy
TR&k)(t) in a system T}.

[Definition] T} is more fair than T; on the transmis-
sion rate iff VTR (t) < VTR(A(t). O

The fairness of the receipt rate and the loss rate can
be defined similarly to the transmission rate. Here,
let VRR(*)(t) and VL(¥)(t) be the variances of the
receipt rates and the loss rate of the processes in the
system T} at time .

The distributed application has requirements on
the transmission rate of messages in the group G. Let
QR be a transmission requirement for a stream S}
sent by p; to p; which shows how many messages of S?
per a time unit to be transmitted from p; to p;. QR;;
is a transmission requirement of messages sent by p;
top; ( QRiy = QRL + -+ + QR). In addition,
there is a requirement among the streams S} and Sf‘.
Suppose that S and S} are sent to p;. For example,
applicates require that p; receive the messages of Sh
and S} at the same rate, i.e.QR?j = QR!,. Thus, the

relation among the streams S, ..., SJ'- is represented
by the relation among the receipt rates Q... e) Q...

3 Rate Allocation

First, p; has to send messages of each stream st
to each destination p; so that p; could receive all the
messages. In addition, we have to consider the rela-
tions among the streams. For example, suppose that
p; and p send streams S; and S to pi, respectively.
p: has to receive two streams S; and Si in a syn-
chronous mode if S; and S are related. Thus, each
process p; has to send messages to the destination pro-
cesses 50 as to satisfy the requirements. In this paper,
we consider the following requirements: (1) Transmis-
sion rate, (2) Throughput, and (3) Synchronization.

Each process p; sends a stream S to the destina-
tion processes in G. For each SP and each destina-
tion p; of S?, there is a requirement of the transmis-
sion rate QR?. p; is required to send St top; ata
rate TR*(t) > QR}. p; has to decide TR (t) so as
to satisfy the following constraints: Ei'__,l TR:Mt) <
mazTR;, TR:‘j(t) < mazRRj; for every destination
process p;. Before sending streams S},..., S}, each
process p; sends the requirement of the transmission
rates QR&,...,QR{‘H for every S' to all the pro-
cesses py,...,Pn in the group G. p; receives the
transmission requirements from all the processes, i.e.
{QRlli,h=1,...,nl= L.k} X7 QRjn <
maz RR;, for every process py, there occurs no over-
run in G. Here, each p; sends messages to p; at a
transmission rate TR;;(t) = QRy; and p; receives the
messages from p; at a receipt rate RR;;(t) = QR;.
Otherwise, overrun may occur. In order to avoid the

orverrun, the transmission rates of the processes are

changed as follows: If 37 _; QRen < mazRR, TRen

= QRen(mazRAL /)=, QRin).

Some streams transmitted in the group G are in-

terrelated. There are the following cases:

(1) A process p; sends a steam S} to the processes
P1,y---:Pn in G. For every pair of destinations p;
and py of Sh, TRE(t) = cjixTRY(t) where c},
is a constant.

(2) pi receives streams from the processes p1,...,Pn
in G. Suppose that p; receives a stream S;‘ from
p; and S} from p;, RR}(t) = ;1 x RRY;(t) where
bjx is a constant.

In (1), if ¢ji = 1, p sends the messages of S} to
every destination p; at the same transmission rate.

In (2), if bz = 1, p; has to receive messages of .‘SJ'-l

and S} at the same receipt rate. That is, p; receives
the massages in a synchronous mode. If the overrun
occurs in the receiver process, the transmission rate is
decreased so as to satisfy the constraint (1) and (2).
In our system, every process p; negotiates with the
other processes before transmitting the messages of
the stream. Each process p; first sends the transmis-
sion requirement QR; to all the processes py, ..., pn in
the group G before sending the messages of a stream
St. The requirement QR; includes the rate require-
ment QR,’-‘J- for each destination process p;. QR;
also includes the inter-stream requirement in from
(QR,'-'J-, QRL, c;-‘k). On receipt of the rate requirement

k3
QR;; from p;, p; decides the maximum receipt rate
mazRR}, for S}. ‘
4 Concluding Remarks
In the group communication, each process not only
sends messages to multiple processes but also receives
messages sent by multiple processes. In this paper,
we have presented the general models of the group
communication of multimedia. In addition, we have
discussed how to allocate the transmission rates to the
processes in the group.
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