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1 Introduction

Distributed computing system has been getting more and
more popular under the wave of down-sizing. In such en-
vironments, high cost performance and reliable scrvices
are expected. We propose Noah: Network oriented appli-
cations harmony as an architecturc of distributed envi-
ronment. Noah is suitable for resource allocation, fault-
tolerant applications, system management, and applica-
tions for cooperative works.

2 Issu‘esv of distributed éomputing sys-
tem

Distributed computing system has several new problems
that a conventional centralized system doces not.

e System administration :
In distributed environment, management tasks of ad-
dresses, names, peripheral devices, and networks are
much more complex than in centralized systems.

¢ End user’s operation :
As resources and services are distributed, end users
have to be conscious of their physical locations. Fur-
thermore, it is necessary to change the commands
or sequences of operations on the resources and the
services according to their locations.

o Application development :
In order to describe applications that effectively use
the distributed cnvironment, it is necessary to dis-
tribute functions of the applications and to pro-
gram some complex processes such as communi-
cation among distributed modules, synchronization
of them, and access control of resources. Besides,
adding more values such as concurrency of the mod-
ules and multiplicity of the functions for improve-
ment of the reliability makes programining tasks ex-
tremely complicated. :

To cope with these problems, some countermeasures
are taken. On the system management of distributed cn-
vironment, central management systems are constructed

to manage resources using centralized management infor-
mation sent by system management processes at all the
computers. But such systems are very brittle against a
damage of the central management system.

On distributed application development, development
environments such as distributed object-oriented lan-
guages succced in giving the users some transparcncy of
access to networks and resources. But in conventional
cnvironments, relations between objects are fixed, so it is
impossible to add new services flexibly. Also it is impos-
sible to change the way to provide the services.

3 Concept of ’Ndah:

Based on the issues described above, we propose Noah —
Network oriented applications harmony, the cooperation
mechanism among applications in distributed computing
environments. The major objectives-of Noah arc to pro-
vide the following:

¢ Programming cnvironment for autonomous program
modules i.e. agents.

o Cooperative mechanism for multiple agents.
e Communication mechanism for distributed agents.
¢ Management mechanism to control agents.

These features improve fault tolerance of systems and
availability of services, and make it casy to develop re-
liable and cfficient software using potentmhty of services
of distributed environment.

3.1 Applications harmony

“Applications harmony” means an application control
mechanism to solve some constraints defined in the “field”
(operational environment) at which apphcatlon‘s or func-
tional units work and interact autonomously.
“Cooperation field” consists of a goal, an cvaluation
criteria to measurc a distance to the goal, and agents
that achieve the goal cooper atively. The cooperation field
specifies a cooperation process for agents to achieve the
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goal. According to the specified process, agents work -

cooperatively. In addition,the cooperation field specifics
the members of agents joining some cooperational tasks,
qualifications for the membership, and the process for the
participation. L ‘ ‘
The term “agent” or “cooperation” has different mean-
ings since it has been used in many different contexts.
Nakajima et al.[4] dcfines these terms as follows:

Agent: An agent is a program unit which has a certain
capability. Although it is similar to the concept of
a module, it does not imply information hiding. An
agent is not nccessarily intelligent. Contrary to the
traditional concept of a program unit that performs
a predefined task upon invocation, an agent works
autonomously to some extent.

Cooperation: Cooperation means consistent behavior
of agents. It includes cooperation, negotiation, com-
promisc and so on.

3.2 Conceptual Model of Noah
Lake/Canal Model

The fundamental concept of Noah computing architec-
ture is based on the Lake/Canal model shown in Fig.1.
In this model, a distributed application consists of sev-
eral active processing units, i.c. agents, and each agent
takes actions to its environment to procecd on its task.
Basically, the Lake/Canal model is an improvement on
the Linda model[5] developed at Yale University.

Figure 1: Lake/Canal Modcl

The Lake/Canal modecl consists of the following ab-
stract entities. :

Lake: A Lake is a field where the communication among
agents takes place. A set of computers of the same
architecture form a Lake.

Canal: A Canal is a gateway which connects two Lakes.
It performs the data/message transformation to con-
nect Lakes of different architecture.

Ark: An Ark is a function unit of an application and
can be regarded as floating on a Lake. It is an ac-
tive agent, which performs its task sensing the status
change of the Lake and let the Lake transit to the
other state by giving the processing results to it.

Applications, in Noah can cooperate by communication
via the Lake, t'hel communication field. Since agents,
which: composé an application, can perform their own
tasks autonomously to some extent, the cooperation can
be achieved in a relatively easy manner.

Fig.2 shows the position of Noah in a layered software
architecture as a vertical scction of “Lake Noah.”
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Figure 2: Vertical section of Lake Noah
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The Noah architecture provide hierarchical coopera-
tion fields for the communication among agents. Each
cooperation field supports inheritance of the cooperation
mechanism{2].

4 Summary

This paper proposed Noah: Network oriented applica-
tions harmony as an architecture of distributed environ-
ment.  Noah is suitable for resource allocation, fault-
tolerant applications, system management, and applica-
tions for cooperative works. ,

Noah makes it easy to develop reliable and efficient
software using the potentiality of the distributed envi-
ronment services. The examples of scrvices will provided
by Noal environment are described in [3].

Future work includes design of programming interface,
language and development environment. Design and de-
velopment of a “shell” to manage interactions between
users and the environment are also for future work.
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