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Our goal is to embed keyword-based categorization technique into information retrieval
systems for Web pages to facilitate the end-users’ search task. Then, search results must
be categorized faster, while keeping accuracy high. Typical keyword-based categorization
systems use a knowledge base (KB) to assign categories. The KB contains keywords with
weights by category, and generate KB automatically from training texts. With this keyword-
based approach, the algorithms to extract keywords and assign weights to them should be
considered, because they affect strongly accuracy and processing speed. Furthermore, we must
take two characteristics of Web pages into account: (1) the text length is variable, which makes
it harder to use statistics to calculate keyword weights, and (2) too many distinct words are
used, which makes the KB bigger and therefore processing speed lower. We propose five kinds
of methods to normalize word frequency distribution for higher accuracy, and three kinds of
methods to filter out non-important words from the KB for faster processing. We performed
experiments to compare these methods from viewpoints of accuracy and KB size. The results
show that the accuracy improvement by combining our normalization methods and filtering
methods is statistically significant. The results also shows that the KBs with various accuracy
values and sizes could be generated and that end-users could select appropriate KB according
to their preferences in accuracy and speed.

1. Introduction

It is now possible to obtain all kinds of infor-
mation via the Internet. Many types of search
engines are available to do the search. As ac-
cessible information increases, however, it has
become more and more difficult to obtain the
information rapidly and easily. One solution
to this problem is to categorize the documents
according to their topics beforehand or in real
time. Some search engines such as Yahoo! 18)
adopt category-based search. However, it is a
time-consuming task for us to categorize a huge
number of pages correctly, because we must
read and analyze each of them.
Many researchers have been working on auto-

matic categorization for special types of docu-
ments, such as newspaper articles 4) and patent
documents 8),9). Infoseek adopts neural net-
work technology to categorize millions of Web
pages automatically 6). Some categorization
systems use pre-defined categories 8),9), and
others use dynamically generated clusters 7),13).
Some IR systems such as SONIA 13) dynam-

ically generate keyword-based document clus-
ters from search results. Sensemaker 1) also cat-
egorizes searched documents according to plu-
ral viewpoints. In this kind of IR systems, the
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clusters (categories) do not always fit end-users’
search purposes. If search results could be cate-
gorized in real time according to end-users’ own
categories, the category information would be
more useful to facilitate their search task. In
order to apply real time categorization tech-
nique to IR systems, however, categorization al-
gorithms for high accuracy and reasonable pro-
cessing speed would be required.
Typical keyword-based categorization sys-

tems often use a categorization knowledge base
(KB) to assign categories automatically to
texts 4),8),9). The KB contains a set of charac-
teristic keywords with weights by category and
is automatically generated from training texts
by using word statistics. With this keyword-
based approach, however, the algorithms to
extract keywords and assign weights to them
should be considered, because the algorithms
affect strongly both accuracy and processing
speed.
Furthermore, since we focus on Web pages

as target texts, we must take the following two
characteristics of Web pages into account:
( 1 ) Text length is very variable.

Some pages include short texts and
some include extremely long texts. This
makes it harder to use word frequency to
calculate keyword weights, because the
word frequency depends strongly on text
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length and the training pages with long
texts might dominate the KB.

( 2 ) A huge number of distinct words are used.
Since there is no restriction on word us-
age, too many kinds of words are used,
including proper noun words and mis-
spelled words. Since the KB contains
all the keywords in training texts, the
KB size will be bigger if the mecha-
nism to distinguish important keywords
from non-important words does not exist.
The bigger KB causes a lower processing
speed in keyword matching.

Our goal is to development an IR system with
a highly accurate and high-speed document cat-
egorization function. In this paper, we pro-
pose five methods to calculate keyword weights
based on word frequency, especially to normal-
ize keyword frequency (weights) distribution for
higher accuracy (these solve the problem de-
scribed above in ( 1 )). We also propose three
kinds of methods to filter out non-important
words from the KB for faster processing (these
solve the problem described in ( 2 )). We per-
formed experiments to compare our methods
from viewpoints of both accuracy and process-
ing speed. In these experiments, we used 15
categories, 10,311 Web pages for KB generation
and 939 pages for testing.
Many research results on word weight

normalization methods have been reported.
Tf/IDF is the most famous method to assign
keyword weights 14). It uses term frequency
(Tf) in a document and inverted document
frequency (IDF) in a document set to calcu-
late its weight by using the following formula,
W (i) = Tf(i) ∗ log(N/DF(i)), where N is the
number of documents. However, this method
is not useful for the documents whose text
length is variable. If the text length is ex-
tremely high and therefore the term frequency
of a non-important word is very high, the factor
log(N/DF) in the above formula cannot reduce
the value of Tf sufficiently.
There are many refined methods of the

Tf/IDF method, such as cosine normaliza-
tion 14),15), maximum Tf normalization 15) and
pivoted normalization 17). These methods focus
on how to minimize the influence of the text
length and term variation.
Since the normalization methods mentioned

above are applied to IR system, the normal-
ization target is only word weights “by text”.
In this paper, however, since we focus on dy-

namic and automatic document categorization
for IR systems, we should consider word weight
normalization not only by text but also “by
category”. It is important and essential to
clarify what type of normalization method is
most effective in each of these two normaliza-
tion phases. In this paper we discuss this ques-
tion through many kinds of experiments.
As for non-important word filtering tech-

nique, Latent Semantic Indexing (LSI) 2) is a
method for reducing the keyword dimensions
by using singular-value decomposition (SVD).
Our methods for non-important word filtering
have much simpler algorithms than that of LSI.
Our normalization and filtering methods also
can be applied to LSI as a preprocessing, which
will improve the quality of the matrix generated
by SVD.
Furthermore, in order to realize real time cat-

egorization function in IR system, both tech-
nique for higher categorization accuracy and
that for faster processing speed, which are
trade-off to each other, are essential. In this
paper we propose, as a first step, a system in-
cluding the combination of word weight normal-
ization functions as former technique and non-
important word filtering functions as latter one.
We discuss the feasibility of the system through
experiments.
The research results on keyword weighting

and text categorization for Web pages have
been also reported. In Web page categoriza-
tion, structural characteristics, such as HTML
tags and links are often used to detect cate-
gories and document types 10).
In Web page categorization, we believe that

it is important to consider not only how to as-
sign an appropriate weight to each word by us-
ing HTML tags, but also how to use (tune)
the weight to generate KB and categorize doc-
uments, with taking the above two character-
istics of Web pages into account. In this pa-
per, we propose and discuss our weight normal-
ization methods and keyword filtering methods
from the latter approach.
In this paper, Section 2 describes the

overview of our categorization system. Section
3 describes our methods of normalization and
word filtering. In Section 4 we compare these
methods through experiments.

2. Overview of our Categorization
System

In this section the overview of our categoriza-
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Fig. 1 Processing flow of the system.

tion system is discussed. Our system is a typi-
cal keyword-based system. In the experiments
described in Section 4, we used this system to
evaluate our keyword normalization methods
and non-important word filtering methods.

2.1 Premises of our System
Our system has the following restrictions on

categorization:
( 1 ) Categories must be pre-defined.

Unique category names must be de-
scribed beforehand in a particular text
file by end-users or system administra-
tors.

( 2 ) The category domains should be mutually
exclusive.
This means that two categories share few
domains. If the domain of category-A
is a subset of that of category-B, then
it is difficult to categorize documents
into category-A by keyword-based ap-
proaches.

( 3 ) Training texts must be prepared for KB
generation.
A training text set must be prepared, be-
cause our system extracts keywords on
each category from them. Each training
text must have one or more appropriate
categories. Although it might be time-

consuming to collect training data from
end-users, it is much more difficult for
them to define enough kinds of keywords
for each category by hand.

( 4 ) There must be enough keywords in a text.
If there is no text or few words in a text,
it is impossible for our system to catego-
rize it.

2.2 Processing Flow of our System
Figure 1 shows the processing flow of our

Web page categorization system. It consists of
two phases: KB generation phase and catego-
rization phase.

2.2.1 KB Generation
KB generation is executed in batch mode. It

is performed by the following modules, some of
which are shared with the categorization phase:
[1] Preprocessing
Our system gets a URL list with categories as

input. First, our system fetches HTML texts
and removes HTML tags in them as prepro-
cessing. The system calls a utility of the pro-
gramming language Python 12) to fetch HTML
texts. We set a time-out function in the fetch-
ing process for faster processing. That is, if the
fetching program cannot connect a target Web
server within predefined time, the system ter-
minates the fetching of this HTML text. Cur-
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Fig. 2 Mechanism of normalization for KB generation.

rently, fetching processing is executed sequen-
tially.
The HTML tag deletion algorithm is simple.

It removes the character strings surrounded by
“<” and “>” by checking each character in the
text.
[2] Word extraction
This module consists of five sub-modules:

text truncation, tokenization, word stemming,
stopword discarding and low frequency word
discarding. These processes other than tok-
enization are optional.
For the purpose of fast processing, text trun-

cation extracts the first N characters from the
text and removes the rest of the text. N is a
tunable parameter.
Tokenization extracts words from the text.

Our system does not use word dictionaries, be-
cause it takes more time to access them. In
order to exclude as many noise words as possi-
ble, only the words that meet all of the following
conditions are extracted as keyword candidates:
• It begins with a letter a–z or A–Z.
• It consists of letters, digits, hyphens and

underscores.
• The length is less than 20.

All capitalized letters are translated into lower
case.
Word stemming translates the extracted

words to their stems so that the word frequency
is counted more correctly. We adopt a free
stemming program 11). By stemming words,
for example, the words “study”, “studies”, and
“studied” are regarded as the stemmed word
“studi”.
Stopword discarding removes predefined non-

important words from the word set. We define
three kinds of stopword lists: “general stop-
words”, “stopword for Web pages” and “com-
mon words”. General stopwords are indepen-
dent of the domains or formats of the target
texts, including “the”, “of”, “is”, etc. We pre-
pared 446 general stopwords by hand from a
word dictionary. Stopwords for Web pages in-
clude the words appearing in most Web pages,
such as “home” and “html”. We defined 35
stopwords for Web pages by hand. Common
words are the words appearing over many cate-
gories. Whether one word is a common word or
not is strongly dependent on the domains and
category definition. Our system extracted 330
common words from the training texts in the
experiments described in Section 4.
Low frequency word discarding cuts off words

with relatively low frequency of occurrence in a
text for faster processing. The details for this
algorithm are described in Section 3.2.
[3] Normalization of word frequency distribution

on each text
As described in Section 1, the text length

of a Web page is quite variable. As a result,
the pages with longer texts include more kinds
of words with higher frequencies, as shown in
[step 1] of Fig. 2. In other words, the pages
with longer texts dominate the KB. In order to
solve this problem, we should consider the nor-
malization of the word frequency distribution
on each text so that we can treat the texts with
different lengths equally, as shown in [step 2] of
Fig. 2. We propose five kinds of methods to nor-
malize word frequency in each page in Section
3.1.
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[4] Merging words by category
All training texts are given their correspond-

ing categories. All words appearing in the texts
with the same category are merged. Then the
weights of the same word are summed up as
shown in [step 3] of Fig. 2.
[5] Normalization of keyword weight distribu-

tion on each category
The number of training texts for each cat-

egory might be different. If a word appears
in more texts with a particular category, the
weight of the word is higher. We should nor-
malize distribution of keyword weights on each
category, as shown in [step 4] of Fig. 2. We pro-
pose five kinds of methods in Section 3.1.
[6] Filtering out non-important words
This module cuts off non-important words in

the KB as noise words. We propose three kinds
of word filters, plus their combinations, in Sec-
tion 3.1. The filters use the weight distribu-
tion of a keyword to decide whether a word
should be removed or not. Reducing the KB
size not only makes the word matching pro-
cess faster but also facilitates KB maintenance
by end-users or system administrators. Notice
that word removal in this module is different
from that in the word extraction module: the
former cuts off words in the KB, while the lat-
ter cuts off words from a set of words extracted
from a text.
[7] KB structure
The KB is a set of keywords with their

weights by category. Each record in the KB
consists of category name, keyword string and
its weight in that category, as shown in Fig. 1.

2.2.2 Categorization of New Pages
In the categorization phase, our system gets

a set of URLs without categories as input from
an IR system that requires the organization of
search results.
[1] Preprocessing and word extraction
Our system uses the same modules as those

used in the KB generation phase (see Section
2.2.1).
[2] Similarity calculation for each category
We use the following “dot product” formula

to calculate similarity to each category:

S(i) =
∑

s(i, j) (j = 1, 2, . . . , n).

s(i, j) = W (j) ∗
(
w(i, j)/

∑
w(k, j)

)

(k = 1, 2, . . . , m).
where S(i) is a similarity value of category-i,
s(i, j) is a similarity of category-i on a partic-

ular keyword-j in a target text, n is a num-
ber of distinct keywords extracted from a target
text, W (j) is a weight of keyword-j in a target
text, w(i, j) is a keyword weight of keyword-j
on category-i in the KB, and m is a number
of categories. This formula has the following
characteristics:
• The higher the weight of a keyword-j ex-

tracted from a target text (W (j)) is, the
higher the similarity value on that keyword
(s(i, j)) is.

• The higher the relative weight of a
keyword-j in a category-i (w(i, j)/∑

w(k, j)) is, the higher the similarity
value on that keyword on that category
(s(i, j)) is.

• When a keyword-j appears over more cate-
gories, the similarity value of that keyword
on that category (s(i, j)) is lower, because
the value

∑
w(k, j) is higher.

[3] Decision of proper categories
The calculated similarity values are sorted

and the top N categories are assigned to the
URL. It is difficult to decide the value of N au-
tomatically. We will discuss multiple category
assignment in Section 4.5.3. In the experiments
in Section 4, N is equal to 1.
[4] Bundle URLs with the same category
URLs with the same category are bundled to-

gether. The bundle is a set of URLs with the
same category. One bundle corresponds exactly
to one category. The URLs with multiple cate-
gories may belong to multiple bundles. Finally,
our system outputs these bundles.

3. Methods for Higher Accuracy and
Faster Processing

As described in Section 1, keyword extrac-
tion and weight assignment procedures affect
strongly both accuracy and processing speed.
In this section we propose methods for higher
accuracy and faster processing. These methods
are effective for keyword-based categorization
systems.

3.1 KB Generation Phase
Since the KB is generated in batch mode, pro-

cessing time is not a major concern. Thus, we
propose methods on the following three kinds
of processing only for higher accuracy:
[1] How to normalize word frequency distribu-

tion in each text
Our system is now given a set of pairs of a

keyword and its frequency. The goal of this nor-
malization is to assign a keyword weight which
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Fig. 3 Five methods for normalization of distribution of word frequency.

is independent of the length of the HTML text
in which the keyword appears. We propose the
following five normalization methods.
[Method-1] Square root operator
This method is simple. The square root oper-

ator is applied to each value of word frequency
as shown in Fig. 3 [1]. It reduces the difference
of the word frequency.
[Method-2] Linear mapping
Method-2, 3 and 4 focus on the maximum

value (VMAX) and the minimum value (VMIN) of
word frequency in a text. All values are mapped
into a fixed scale of 1 to 100. VMAX is mapped
into 100, and VMIN to 1. The difference among
these three methods is how to map values other
than VMAX and VMIN. In Method-2, the value
is mapped linearly as shown in Fig. 3 [2]. That
is, the value X is mapped into Y , using the fol-
lowing formula which shows graph-A in Fig. 3:

Y = 1 + (100− 1) ∗ (X − VMIN)
/(VMAX − VMIN).

[Method-3] Mapping using quadratic function
In this method, the value is mapped ac-

cording to a quadratic function as shown in
Fig. 3 [3]. The value X is mapped into Y , using
the following formula corresponding to graph-B
in Fig. 3:

Y = 1 + (100− 1) ∗ (X − VMIN)2

/(VMAX − VMIN)2.

Notice that the normalized value by this for-
mula is lower than the one by Method-2.

[Method-4] Mapping using square root func-
tion

In this method, the value is mapped based on
square root function as shown in Fig. 3 [4]. The
value X is mapped into Y , using the following
formula, corresponding to graph-C in Fig. 3:

Y = 1 + (100− 1) ∗
√
(X − VMIN)

/
√
(VMAX − VMIN).

Notice that the normalized value by this for-
mula is higher than the one by Method-2 or 3.
[Method-5] Relative values to total number of

words
In this method, the total number of words

in a text is calculated. Then, the normalized
value is calculated by dividing the original word
frequency value by the total number, as shown
in Fig. 3 [5]. Notice that if the total number
of words is small, the normalized value is high
even though its frequency is low.
[2] How to normalize keyword weight distribu-

tion on each category
Our system is now given a set of pairs of key-

word and its “normalized” frequency. Since all
words in the texts with the same category are
merged and the normalized frequency values of
the same words are summed up (see [step 3]
of Fig. 2), the keyword weight on a category
with more training texts than other categories
is higher. The goal of this normalization is to
assign a keyword weight which is independent
of the number of the training texts. We adopt
the same five methods as those mentioned in
above [1].
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Fig. 4 Distribution patterns of weights of the word which each filter cuts off.

[3] How to filter out non-important words
Our system is now given a set of triples

of category-i, keyword-j and its normalized
weight (w(i, j)) as the KB. However, this KB
includes many non-important words to be re-
moved, which makes the KB bigger and there-
fore the processing speed lower. Thus we pro-
pose the following three kinds of filters for KB
size reduction:
[Filter-1] Maximum value of weights
This filter focuses on the maximum value

of the normalized weights in each keyword.
The words with low weight should be removed
from the KB, because our system cannot obtain
enough statistic data on those words to decide
whether they are important keywords or not.
With this filter, the word with lower maximum
values over normalized weights by category in
the word than a threshold (tunable) is removed
from the KB as shown in Fig. 4.
[Filter-2] Relative value of weights
This filter focuses on the relative value of

the weights on a keyword, which is similar to
Method-5 mentioned in above [1]. First, the
total of the weights for a keyword is calculated.
Then each weight is normalized by dividing the
weight by the total. The word with a lower
maximum value over the relative weights for
the word than a threshold (tunable) is removed
from the KB. Suppose that a keyword W ap-
pears 3, 4 and 5 times in category A, B and
C, respectively. In this case, the keyword W
totally appears 3 + 4 + 5 = 12 times. Then,
the relative value of weight on each category is
0.25 (= 3/12), 0.33 (= 4/12) and 0.42 (= 5/12),
respectively. The highest value of the relative
value of weight (0.42) is compared with the
threshold value T . If the value T is greater
than 0.42 (ex., T = 0.50), this keyword W
is removed as non-important keyword. If the

threshold value is less than 0.42 (ex., T = 0.40),
this keyword remains. This filter is useful to re-
move keywords with equal weights by category
or those appearing over many categories.
[Filter-3] Distribution of weights on a key-

word
This filter focuses on the “variance” of the

distribution of the weights on a keyword. The
important keywords for categorization should
have significantly higher weights for the cate-
gory they identify. Thus, the variance of the
distribution of the weights is also higher. How-
ever, the variance value is higher if the average
value of the weights is higher. Thus, we cal-
culate a “normalized” variance by dividing the
original variance by the average value of the
weights. That is, it is calculated by the follow-
ing formula:

nvar = var/m

var =
∑∑

(w(k, j)− m)

∗ (w(k, j)− m))/(n − 1)
(k = 1, . . . , n).

m =
∑

w(k, j)/n (k = 1, . . . , n).

where, nvar is “normalized” variance, var is
variance, m is the average value of keyword
weights and n is the number of category. This
filter removes the words whose “normalized”
variance is lower than a threshold (tunable), as
shown in Fig. 4.
In these three filters, since we use thresholds

to decide non-important words, our system is
able to generate KBs with various sizes and ac-
curacy values by tuning these thresholds. The
best combination of them depends on texts, cat-
egory definition and end-users’ preferences.

3.2 Categorization Phase
Since faster processing is required in the cat-

egorization phase, it is important to develop
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Table 1 Infoseek 15 categories (as of January, 1998).

Table 2 Number of training texts and test texts.

good techniques for it. In addition to the idea
we have discussed, we have the following:
[1] How to truncate the target text
Since the text length of Web pages varies

widely, it takes much time if an extremely long
page is included in a search result. In order to
improve the speed for such a page, text trunca-
tion is most useful, because it takes little time
to truncate the text. Thus, our system only
considers the first N characters of the text.
Text truncation also reduces the number of dis-
tinct keywords, which facilitates faster process-
ing.
[2] How to reduce the words extracted from the

target text
The words with lower frequency in a target

text do not significantly impact the category
decision. Thus, removing such keywords im-
proves processing speed, because the time to
match with the KB is reduced. Our method
focuses on the frequency of occurrence of each
word and the total number of distinct words in
a target text. That is, we remove words with
frequencies lower than the following value F :

F = [Total number of distinct words]/M.
where M is tunable parameter. If M is set lower
(the threshold F is higher), the number of ex-
tracted words is lower and the processing speed
is higher.

4. Experiments

We performed experiments to compare the
methods described in Section 3.

4.1 Data Collection
[1] Category definition
We used Infoseek categories 5) (the 15 cate-

gories shown in Table 1, together with their
corresponding 240 subcategories) called “Chan-
nel”.
[2] HTML text data
We fetched Web pages from an Infoseek site

and use the category in which a page was stored
as the page’s correct category. These pages are
written in English.
( 1 ) Training texts

We collected a maximum of 100 highly
ranked URLs from each of the 240
Infoseek subcategory pages as training
text data. As a result, we fetched 10,311
HTML texts.

( 2 ) Test texts
As test data, we also collected 939 dis-
tinct HTML texts from the 240 Infoseek
subcategory pages. None of these docu-
ments are included in the training data
set. Each of these texts has only one cat-
egory to be assigned.

Table 2 shows the number of training and
test texts by category. The category “SPRT
(sports)” has the most training texts (1,463)
and “REAL (real estate)” has the least (196).
In this paper, we did not consider the balance
of the training texts, because enough training
texts cannot be collected, which causes low cat-
egorization accuracy. Although it is better to
prepare enough training texts per category, 196
training texts for “REAL” category are enough
to obtain the characteristic keywords on that
category.

Table 3 shows word statistics on collected
HTML texts. This table shows that the num-
ber of word per text is various, which is one of
the characteristics of Web pages as described in
Section 1.

4.2 Experiment Methods
We performed nine kinds of experiments, as

shown in Table 4. In Experiment 1, we do
not use any techniques we have discussed in
this paper. That is, all words in the training
texts are used to generate the KB. In Experi-
ment 2, we apply stemming to words extracted
from the training texts. In Experiment 3, we
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Table 3 Word statistics on training/test texts.

Table 4 List of experiments.

add stopword discarding. In Experiment 4, we
compare our five methods to normalize the key-
word frequency distribution. In Experiment 5,
we compare our five methods to normalize key-
word weight distribution in each category. In
Experiment 6, we apply three kinds of word fil-
ters to the KB. In Experiment 7, text trunca-
tion is applied to target texts. In Experiment
8, low frequency word discarding is applied to
words extracted from target texts. In Experi-
ment 9, we apply both text truncation and low
frequent word discarding.

4.3 Measures of Evaluation
We use three kinds of measures to evaluate

our methods: categorization accuracy, standard
deviation of accuracy values by category, and
KB size. We also use “one-way analysis of vari-
ance” to judge whether the difference between
two accuracy values is statistically significant
or not.
Each of the test texts has only one correct

category (its Infoseek category), and our system
assigns only one category to each test text. We
define categorization accuracy as the fraction of

the test texts to which our system assigned the
correct category.
We also take the distribution of accuracy val-

ues by category into account. We believe that
the categorization system is not good if the ac-
curacy values of particular categories are low,
even though those of other categories are high.
Thus we evaluate the standard deviation (SD)
of the distribution of accuracy values by cate-
gory. The SD is calculated as follows:

SD =
√
(var).

var =
∑

((Ai − m) ∗ (Ai − m))/(n − 1).

m =
∑

Ai/n (i = 1, . . . , n).

where var is the variance, m is the average value
of accuracy by category, Ai is the accuracy of
category-i, and n is the number of categories.
The lower the SD value is, the better the system
is. When we discuss the quality of categoriza-
tion systems, we should consider both overall
accuracy and the SD. Note that the above av-
erage value m is different from the overall accu-
racy.
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Table 5 Results of stemming and stopword
discarding (#1 to #3).

We use a KB size to compare a processing
speed of categorization. In this paper, the KB
size consists of a pair of the number of records
and the number of distinct keywords. One
record corresponds to one line of KB and con-
sists of a keyword string, a category name that
the keyword belongs to, and its keyword weight,
as is shown in Fig. 1.
In this paper, we do not consider the time to

fetch texts and to extract words from them. In
our current system, fetching is the most time-
consuming process of categorization. However,
some Web search engines such as Google 3) have
Web crawlers which collect hundreds of pages
per second. Then, the processing time of key-
word matching between the target text and KB,
and of similarity value calculation could be a
crucial problem. In our system, the processing
time of similarity calculation for one keyword
is in proportion to the number of categories the
keyword is included in. The processing time of
keyword matching is in proportion to “log” of
the number of distinct keywords.

4.4 Results
[1] Word stemming (#2 in Table 4)

Table 5 shows the results of categorization
with/without word stemming. Though stem-
ming does not improve the accuracy, it reduces
KB size by 20.7%. In both results, the SD is
very high. Since the stemming algorithm we
adopt might affect the accuracy, it would be in-
teresting to evaluate it using other stemming
programs. We use word stemming to generate
KBs in all of the following experiments because
it significantly reduces the KB size.
[2] Stopword discarding (#3 in Table 4)
Table 5 also shows the results of categoriza-

tion with/without stopword discarding. Stop-
word discarding improves accuracy by 8.09
(from 70.18% to 78.27%). The SD is also im-
proved by 11.45 (from 32.68 to 21.23), although
it is still high. Notice that stopword discarding
does not reduce the KB size very much because
we use a relatively small number of stopwords
(670 kinds).

Table 6 Results of normalization on text (#4).

Table 7 Results of normalization on category (#5).

[3] How to normalize distribution of word fre-
quency on each text (#4-1 to #4-5 in Ta-
ble 4)

Table 6 shows the results of categorization
with/without normalization of word frequency
distribution. Method-1, which uses the square
root operator, has worse accuracy than the orig-
inal scheme without normalization. The map-
ping using quadratic function provides the high-
est accuracy out of the three mapping meth-
ods. Method-5, which calculates relative value
of word frequency, has the highest accuracy
of the five. However, the accuracy differences
are not major and SDs are still high. We use
Method-5 in the following experiments. Note
that this method does not reduce the KB size
at all.
[4] How to normalize distribution of keyword

weights on each category (#5-1 to #5-5 in
Table 4)

Table 7 shows the results of categorization
with/without normalization of distribution of
keyword weights. The accuracy with linear
mapping is a little higher than that with any
other methods. This result is different from the
result of Experiment #4. The remarkable thing
is that SD as well as accuracy is improved us-
ing this normalization. This method does not
reduce KB size, either.
[5] Filtering non-important words (#6-1 to #6-

7 in Table 4)
Experiment #6-1-1 to #6-1-12 in Table 8

show the results of categorization with/without
Filter-1, which is based on the maximum value
of the weights. The description “> 1.00” at #6-
1-1 in Table 8 means that the keyword whose
maximum value of the weight by category is
equal to 1.00 is removed from KB (since the



344 IPSJ Journal Feb. 2001

Table 8 Results of keyword filters (#6).

normalized weights are between 1.00 and 100.0,
no words cannot be removed if the threshold is
equal to 1.00).
The result shows that this filter can reduce

KB size dramatically, while keeping the ac-
curacy at more than 80%. When the maxi-
mum value threshold is 1.20 (#6-1-4), for ex-
ample, the number of distinct keywords is re-
duced to 7.9% of the original number of words
(from 181,112 to 14,247) and the number of
KB records to 21.5% of the original number of
records (from 398,084 to 110,163). However,
the SD is 17.77, which is much higher than that
without this filter. The accuracy is reduced as
the threshold value increases. The SD is also
adversely affected.

Experiment #6-2-1 to #6-2-9 in Table 8
show the results of categorization with/without
Filter-2, which is based on relative keyword
weight. Although this filter also reduces the
KB size, the rate of reduction is much less than
with Filter-1. However, this filter improves ac-
curacy and reduces SD. When the threshold is
0.25, the accuracy is 0.64 higher than without
this filter (from 85.52% to 86.16%), and the SD
is 9.55. These are the best values of all experi-
ments. This result shows that this filter works
very well.
Experiment #6-3-1 to #6-3-10 in Table 8

show the results of categorization with/without
Filter-3, which is based on the variance of the
keyword weight distribution. When the thresh-
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Table 9 Results of text truncation and low frequent word discarding (#7, #8 and #9).

old is less than or equal to 0.90, the accuracy
and SD do not change, while the KB size, es-
pecially the number of KB records is reduced
very much. When the threshold is 1.00, how-
ever, the accuracy becomes worse by 3.1 (from
85.20% to 82.11%), and the SD is also worse
by 7.1 (from 11.65 to 18.77), while KB size is
dramatically reduced. The reason is that there
are many words appearing only a few times. If
word-A appears only once in training texts and
if its weight is 1.0, then the normalized vari-
ance is 0.94, according to the formula described
in Section 3.1 [3]. This shows that some of the
words with lower frequency contribute to higher
accuracy. This means that we should consider
another method to retain these important key-
words in the KB if we are to use this filter. For
example, it might be useful to use HTML tag
data to assign weights to words.
Experiments #6-4-1 to #6-7-1 in Table 8

show the results of categorization using more
than one filter. Since the number of combina-
tions for the three thresholds is very high, we
used only a few values for each filter, as shown
in line #6-1-1 to #6-3-10 of Table 8. These
results show that some of the combinations fur-
ther improve KB size while keeping the accu-
racy almost constant. The result for Experi-
ment #6-4-1, for example, shows that the ac-
curacy is almost the same as that of #6-1-1 or
#6-2-4 (where only one filter is used), and that
the KB size is significantly reduced in compar-
ison with #6-1-1 or #6-2-4. The result of #6-
7-1, where all of three filters are used, provides
an excellent balance between the competing fac-
tors. The accuracy is 84.98%, which is only 1.18
lower than the best accuracy value (#6-2-4).

The SD is 11.45, which is only 1.9 lower than
the best one. The number of distinct keywords
is reduced to 26.9% of those in Experiment #5-
2 where no filters are used. The number of KB
records is also reduced to 12.2% of those in Ex-
periment #1 and 15.7% of those in Experiment
#5-2. We use the KB resulting from this #6-
7-1 set up.
[6] Text truncation (#7-1 to #7-4)
Experiments #7-1 to #7-4 in Table 9 show

the results of categorization with/without text
truncation. We use 10000, 5000, 3000 and 1000
as the text threshold length. The percentage
of the test texts that exceed (after HTML tag
deletion) is 22.6%, 40.1%, 54.6% and 81.8%, re-
spectively. When the threshold is 5000, the av-
erage number of keywords used for categoriza-
tion is 48.2% of that used in experiment #6-7-1.
Notice that the accuracy and SD are still good.
The same thing can be said when the threshold
is 3000.
In these experiments, we did not apply text

truncation to KB generation. Since KB is gen-
erated in batch mode, text truncation is not
always necessary for reducing processing time.
It would be interesting, however, to evaluate
whether text truncation is effective for KB gen-
eration.
[7] Low frequent word discarding (#8-1 to #8-4)
Experiment #8-1 to #8-4 in Table 9 show the

results of categorization with/without low fre-
quency word discarding. We use 200, 150, 100
and 50 as the value M in the formula in Section
3.2 [2]. The results show that the number of
keywords is reduced dramatically, while the SD
is a little worse.
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Table 10 KB selection for end-users’ preferences.

[8] The combination of text truncation and low
frequency word discarding (#9-1 to #9-8)

Experiment #9-1 to #9-8 in Table 9 show the
results of categorization with both text trun-
cation and low frequent word discarding. We
use 3000 and 5000 as the thresholds for trunca-
tion. Comparing the result of Experiment #9-
1 with the result of #7-2, the average number
of keywords is reduced to 66.7% (from 132.2
to 88.2), while keeping good accuracy and SD.
This shows that the combination of text trun-
cation and low frequency word discarding is ef-
fective for faster processing.

4.5 Discussion
4.5.1 Accuracy Improvement
In this section we discuss whether the ac-

curacy improvement by using our methods is
statistically significant or not. We use “one-
way analysis of variance” to evaluate the sig-
nificance. The result in #5-2 (normalization
of word frequency distribution and keyword
weight distribution) is 7.25 higher in accuracy
(from 78.27% to 85.52%) and 10.12 better in
SD (from 21.23 to 11.11) than that in #3 (with-
out any normalization). Then p-value is 0.12,
which means that certain degree of difference is
detected. The result in #6-2-4 (normalization
and word filtering) is 7.89 higher in accuracy
(from 78.27% to 86.16%) and 11.68 better in
SD (from 21.23 to 9.55) than that in #3. Then
p-value is 0.039, which means that this differ-
ence is statistically significant at the p < 0.05
level.
As shown in Tables 6 and 7, the results show

that normalization of word frequency distribu-
tion contributes only to accuracy improvement
and that normalization of keyword weight dis-
tribution contributes to both accuracy and SD.
It is also interesting that in normalization of
word frequency distribution, “relative weight
method (#4-5)” method is a little better than
any other method in accuracy, but that “lin-
ear mapping method (#-5-2)” is the best in
normalization of keyword weight distribution.

Although these differences are not statistically
significant, we should analyze what causes these
differences as future work.

4.5.2 KB Choice by End-users
The results of our experiments show that our

methods are effective for high accuracy and KB
size reduction. They also show that our system
can generate KBs of different sizes by tuning
the thresholds used in our methods. This means
that our system can use the best KB for end-
users to effectively categorize Web pages. For
example, if a user requires the highest possible
accuracy and if s/he does not care about the
processing speed (KB size), then our system
should use the KB used in Experiment #6-2-
4. If s/he requires an accuracy of more than
80%, a SD of less than 15 and the fastest speed
(the lowest KB size), then our system should
use the KB of #6-4-2, and it should also apply
text truncation and low frequent word discard-
ing to a target text. We believe that it is impor-
tant for IR systems to accept users’ preferences
in accuracy and processing speed. Table 10
shows other examples of end-users’ preferences
and the corresponding KB choices.
Notice that the best threshold values depend

on the text types (Web pages, patent docu-
ments, news articles, etc.) and the category
definition (number of categories and exclusive-
ness of them). It would be interesting to con-
sider automatic detection of the best values of
these thresholds.

4.5.3 Failure Analysis and Possibility
of Further Improvement

We found the following causes of wrong cat-
egorization through the failure analysis.
[1] Few characteristic keywords in a HTML text
In the Web pages with few texts it is difficult

to decide appropriate category with keyword-
based approach.
[2] Insufficient weighting
Since categorization system uses only word

frequency to assign word weight, some key-
words have bad keyword weight distribution
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even after normalization. HTML tag informa-
tion might be useful to decide more suitable
value of keyword weight.
In addition to these problems, we should con-

sider the following factors as future research
work.
[3] Category definition
For some Web pages it is difficult to assign

only one category out of the 15 Infoseek cat-
egories, because some of the categories share
topics. For example, since the “computer”
category and the “internet” category over-
lap, some computer-related pages, such as
the Stanford Digital Library Project home-
page (http://www-diglib.stanford.edu/) should
be assigned to both categories. Furthermore,
some Web pages refer to multiple topics and
should be assigned to quite independent cate-
gories. Since our system is able to assign mul-
tiple categories to each page according to the
“confidence value” based on distribution of sim-
ilarity values on categories, we should evaluate
the accuracy from a viewpoint of multiple cat-
egorization.
[4] Collection of training data set
In our experiments, we used all of the col-

lected texts as training data. However, some
pages might have short texts and some might
have extremely long texts. Some might be
written in English, but some in other lan-
guages. Some might have only index informa-
tion. We should consider how to collect appro-
priate training texts. Our system could gener-
ate the KB with higher quality by using more
appropriate training texts.
[5] HTML tags
We used only word frequency to assign key-

word weights. However, frequency is not effec-
tive for short pages. We believe that HTML
tags denoting a title or hyperlinks could be
helpful clues to extract keywords and assign
their weights more correctly. We may also be
able to improve the accuracy not only by using
keywords in the page, but also by using URLs
which refer to the page and URLs which the
page refers to 3).
[6] Disambiguation of word meaning
Since we do not apply any methods for word

disambiguation, words with different meaning
are regarded as the same if they have the same
spelling. Researchers have been working on
word disambiguation using co-occurrency of the
words 16). We should use this kind of tech-
nique to distinguish the words according to

their meaning and the contexts in which the
words are used.
As future research, it would be interesting

to consider how to collect appropriate train-
ing data semi-automatically from a large set of
texts such as the Web and how to update KBs
dynamically.

5. Conclusions

In this paper, we discussed Web page cate-
gorization for an IR system. For real time cat-
egorization of a search result, the categoriza-
tion system with both high accuracy and fast
processing speed is required. We proposed five
kinds of keyword weight normalization meth-
ods for better categorization accuracy and three
kinds of non-important word filtering methods
for faster processing speed. The results of our
experiments are encouraging. They show that
the accuracy improvement by using our normal-
ization methods and non-important word filter-
ing methods is statistically significant and that
end-users could select appropriate KB accord-
ing to their preferences in accuracy and speed.
For further improvement, we should discuss

how to use HTML tags embedded in Web page
texts. Since different authors of Web pages use
HTML tags in different ways, we should con-
sider how to absorb the difference. We also
should compare other normalization methods
with our methods.
We believe that the IR systems with informa-

tion organization functions such as categoriza-
tion enable us to search for information more
effectively and comfortably.
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