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Experimental TCP Performance Study on Emulating Diffserv

Assured Forwarding over ATM SBR Service
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Recently, the deployment of Diffserv (Differentiated Services) that enables the QoS (Quality
of Service) guarantee is urgently required by IP network customers. However, AF (Assured
Forwarding) PHB (Per Hop Behavior) in Diffserv still has not been provided by conventional
routers. It is a realistic solution that SBR3 (Statistical Bit Rate 3) of ATM emulates AF
PHB, but it is not clear whether TCP traffic over AF PHB emulated by ATM is differen-
tiated from the best effort TCP traffic over DF (Default Forwarding) PHB. To confirm the
differentiation, we have experimentally studied TCP performance through the link into which
TCP connections over AF PHB and DF PHB are aggregated. This paper describes the exper-
imental results and discusses the possibility of the TCP performance differentiation between
AF PHB and DF PHB over wide area ATM networks.

1. Introduction

According to the growing demand for QoS
guaranteed services over IP networks, the de-
ployment of Differentiated Service (Diffserv) 1)

is urgently required. In order to provide various
types of QoS, two per hop behaviors, i.e., EF
(Expedited Forwarding) PHB (Per Hop Behav-
ior) 2) and AF (Assured Forwarding) PHB 3),
have been specified by IETF. A PHB specifies
how routers deal with packets marked as the be-
havior in order to differentiate the QoS of the
marked packets from the other packets. Among
the Diffserv PHBs, EF PHB, which may be used
to transfer constant rate traffic, has been al-
ready supported by commercial routers. Many
test bed networks supporting EF PHB such as
QBone of Internet2 have been deployed, and
performance experiments have been enthusias-
tically performed.

Since AF PHB is considered useful to trans-
fer data traffic such as TCP traffic, IP networks
supporting AF PHB is required to be urgently
deployed. However, the early deployment is
difficult due to the following reasons. TCP
performances over AF PHB were not studied
experimentally because AF PHB was not yet
supported by commercial routers. Besides, al-
though some studies have evaluated TCP per-
formances over AF PHB using simulation 4),5),
the results show that the standard traffic con-
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trol methods of router, i.e., RED (Random
Early Detection), do not completely differen-
tiate TCP traffic of AF PHB from best effort
traffic transferred over DF (Default Forward-
ing) PHB.

On the other hand, the IP backbone net-
works may be replaced by the routers based
on IP over WDM (Wavelength Division Mul-
tiplexing) of which trunk line speed may be
peta bit/s order. In such situation, no traffic
control may be required. However, in the ac-
cess/subscriber IP networks, some traffic con-
trols are still required to guarantee the QoS
(Quality of Service) of the traffic due to the
insufficient physical bandwidth. ATM traffic
control can cope with the insufficient band-
width; therefore ADSL (Asymmetric Digital
Subscriber Line) over ATM 6)∼8) and ATM-
PON (ATM Passive Optical Network) 9)∼11) are
intensively studied recently. Furthermore, a
prototype card aiming Diffserv over ATM has
also been developed 12). However, the drawback
of the card is that it requires more complexity
in ATM node hardware if the scalability need
to be satisfied.

In these circumstances, it is hopeful to de-
ploy AF PHB over ATM SBR3 (Statistical Bit
Rate 3) 13) service for the early deployment of
the AF PHB based service. Because the ob-
jective of AF PHB and ATM SBR3 is to pro-
vide average (sustained) bandwidth guarantee.
In this approach, the traffic parameters of AF
PHB are mapped to those of ATM SBR3 ser-
vice with SCD (Selective Cell Discard) 14),15).
On the contrary, DF PHB is mapped to ATM
UBR (Unspecified Bit Rate) service which pro-
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vides best effort communication in ATM net-
works. The mapping of AF PHB to ATM SBR3
has been specified by ATM Forum and Inter-
net2 16),17).

Despite the usefulness, the performances of
AF PHB over ATM service were not yet ex-
perimentally studied. Furthermore, it is not
clear that the throughput in TCP level may not
be guaranteed even if AF PHB provides an as-
sured bandwidth in IP level. Therefore, in order
to evaluate the feasibility, we have experimen-
tally evaluated the performances of AF PHB
and DF (Default Forwarding) PHB over ATM
services 18). The various experiments were per-
formed to evaluate the differentiation of PHBs
from the viewpoints of TCP throughput and
fairness. The objective is to know whether TCP
flow control mechanisms can guarantee TCP
throughput equal to the bandwidth provided by
Diffserv AF PHB. The results show that Diff-
serv over ATM service is a practical solution for
the early deployment of Diffserv services.

The rest of this paper is organized as follows.
In Section 2, we describe the brief introduction
of Diffserv PHBs and the relationship to ATM
traffic control schemes. In Section 3, we show
the overview of the experiments and the net-
work parameter tunings. In Section 4, we show
the results of the experiments that compares
between each PHBs or the assured packet rates
of AF PHB. In Section 5, we discuss the ob-
tained results and consider the effectiveness of
Diffserv AF PHB over ATM SBR service.

2. Diffserv AF/DF PHB over ATM

2.1 Diffserv
Service differentiation is desired to accommo-

date heterogeneous application requirements
and user expectations, and to permit differenti-
ated pricing of the Internet service. The main
concept of Diffserv is as follows.
• IP packets are classified and marked ac-

cording to their Differentiated Service field
(DS field) defined in IP header.

• IP packets are handled in aggregated IP
flow at a Diffserv-capable router. The for-
warding behavior to the aggregated IP flow
is called PHB 19).

Three PHBs are considered so far: the EF PHB,
AF PHB and DF PHB. The detailed mecha-
nisms are described in following.
( 1 ) EF PHB
The EF PHB is used to build an end-to-end
service that guarantees the assured bandwidth

with a low loss, low jitter and low latency. It
warrants a minimum throughput (subscribed
throughput).
( 2 ) AF PHB
The AF PHB is used to build an assured band-
width end-to-end service without jitter/latency
guarantee. In AF PHB group, four classes are
defined in terms of allocated network resources
such as buffer space and bandwidth. Within
each class, IP packets are marked with one of
the three drop precedence values.
In the actual service implemented by AF PHB,
the traffic contract may consist of assured
packet rate and committed burst size. Further-
more, a token bucket based on these traffic con-
tract values may be used as a traffic policer.
The drop precedence values are changed by the
token bucket depth, d. The depth is measured
in bytes. The conditions are, for example, as
follows.
i) Low Drop Precedence

“Committed burst size” < d

ii) Medium Drop Precedence
0 < d ≤ “Committed burst size”

iii) High Drop Precedence
d = 0 (The bucket is empty.)

Depending on the drop precedence values, the
packets are scheduled to drop or queue in the
congestion periods.
( 3 ) DF PHB
The DF PHB is used to accommodate the Best
Effort (BE) traffic. No traffic control is applied
like the current Internet during the congestion
period.
2.2 ATM SBR3 and UBR
In SBR3, a traffic contract consists of PCR

(Peak Cell Rate) for CLP (Cell Loss Priority) =
0+1 [PCR01], SCR (Sustainable Cell Rate) and
MBS (Maximum Burst Size) values for CLP=0
[SCR0, MBS0] 13). Using these contract val-
ues, traffic policing, also known as Usage Pa-
rameter Control (UPC), ensures that the con-
nections with reserved bandwidth are not ex-
ceeding their reservations. Those cells that ex-
ceed the traffic contract are tagged over SBR
with SCD. The tagged cells, which are non con-
forming cells, are scheduled to drop or queue
in the congestion periods. The conformance
check whether cells exceed the contract or not
is performed using Generic Cell Rate Algorithm
(GCRA) that is a cell level token bucket.
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Fig. 1 Mapping strategy of AF/DF PHBs to ATM PVP connections.

UBR is used to accommodate the best effort
service that is the same as DF PHB in Diffserv.
2.3 Mapping of AF/DF PHB and

ATM Services
( 1 ) AF PHB over SBR3
It is a natural way to map AF PHB to SBR3
with SCD in ATM, as discussed by the ATM
Forum 16). The traffic contracts of AF PHB
and ATM SBR3 are mapped in the following
way: SCR0 and MBS0 correspond to “Assured
Packet Rate” and “Committed Burst Size”,
respectively. The CLP of SBR3 is mapped
to AF drop precedence values. CLP=0 and
CLP=1 correspond to medium/low drop prece-
dence value and high drop precedence values,
respectively.
The marking and dropping of AF PHB is emu-
lated by ATM switches in the following way:
when the queuing traffic exceeds the upper
boundary ratio (SCD threshold) of ATM switch
buffer size, SCD function starts the discard of
cells with CLP=1 in advance to the cell discard
by the buffer overflow. In case of no congestion,
the exceeded cells are only tagged to CLP=1.
( 2 ) DF PHB over UBR
DF PHB is a best effort forwarding; so, it is
mapped to ATM UBR (Unspecified Bit Rate)
service.

3. Overview of Experiments

3.1 Testing Methods
It is important to evaluate the differentiation

of TCP throughput level to confirm the effec-
tiveness of the approach described in Section
2.3. Especially, it is not clarified whether the
assured bandwidth are guaranteed or not dur-
ing the congestion. Therefore, we focus on the
differentiation between AF PHB and DF PHB

during the congestion periods. For this pur-
pose, a PVP (Permanent Virtual Path) is ap-
plied to aggregated flow of a PHB. Figure 1
illustrates the mapping strategy. The main fea-
tures are as follows.
(1) PVP (Permanent Virtual Path) of SBR3 is
used to transfer an aggregated traffic forwarded
by AF PHB. A PVP of UBR is used to trans-
fer an aggregated traffic of DF PHB. An UPC
function is performed at each ATM Wide Area
Network (WAN) switch according to the VP
level traffic contract.
(2) In ATM WAN switch, SBR3 traffic and
UBR traffic use one shared memory and two
output queues. UPC is performed just before
cells enter the shared memory. SCD is trig-
gered when the shared memory is occupied by
the cells at the SCD threshold as described
in Section 2.3. Each output queue is used
for SBR3 traffic and UBR traffic, respectively.
The Queue scheduling function to send out to
the trunk line uses the Weighted Fair Queuing
(WFQ).
(3) PVCs (Permanent Virtual Channels) at the
ATM subscriber lines are used to accommodate
TCP connections.
(4) The PVPs are concentrated on a trunk line
between ATM WAN switches, and the conges-
tion will occur at the output port to the trunk
line where AF PHB is carried out.
(5) Each PVP accommodates multiple PVCs
(i.e., TCP/IP connection) that has the same
type of traffic contract (i.e., SBR3 or UBR).
(6) The ATM traffic contract values of PVP for
AF PHB are determined as follows.
PVP emulating AF PHB (SBR3 with SCD):

PCR01 = “Trunk line speed” (1)



Vol. 43 No. 2 TCP Performance Evaluation on Diffserv AF over ATM SBR 447

Fig. 2 Experimental configuration.

SCR0 =
“Trunk line speed”
“Number of PV Ps”

(2)

MBS0 ≥
γ∑

i=1

λi (3)

Here,

γ : = Number of accommodated TCP connec-
tions into this PVP connection
λi : = Number of cells when the data corre-
sponding to each TCP send/receive
socket buffer size is consecutively transferred by
ATM.
Equation (3) comes from the experimental re-
sults in reference 20).
3.2 Experimental Configuration
Figure 2 shows the configuration of the ex-

periments. Eight PCs (Personal Computers:
Pentium III 500MHz and Solaris 7) with an
ATM NIC (Fore PCA-200) are used. These are
connected to an ATM LAN switch (Fore ASX-
200BX) and an ATM WAN switch (Fore ASX-
200BX) via eight OC-3c lines. Each PC es-
tablishes TCP connections with different PCs.
The number of TCP connections established by
one PC is six and each PC pair has two TCP
connections with the different TCP port num-
bers. Therefore, each of eight VPs which corre-
spond to eight OC-3c lines has six TCP connec-
tions and the total number of TCP connections
for this testing is 48. Each TCP connection is
mapped to one VC. At the ATM LAN switch,
the VCs with the same destination are switched
into the same output OC-3c line. It should be
noted that cell loss due to the buffer overflow

does not occur at ATM LAN switch. At the
ATM WAN switch, eight input lines are multi-
plexed into one OC-3c output line handled as
the ATM WAN trunk line. The output buffer
size for each PHB in the ATM WAN switch
is set to 10,000 cells. In order to emulate the
propagation delay we use the data channel sim-
ulator (ADTECH SX/14). The VPs are main-
tained between the output ports of the ATM
LAN switches and the input port of the sec-
ond ATM WAN switch. VP level UPCs are
performed at the first ATM WAN switch. We
need to say that the second ATM WAN switch
is introduced just because of the limitation of
number of VPs supported by Fore ASX-200BX.

A free software module, ttcp, for TCP
throughput measurement is used in the
TCP/IP communication between PCs. It can
calculate TCP throughput in the case that a
greedy transmitter like ftp is used, by varying
the values of various TCP parameters, such as
TCP window size and the user data size. The
TCP window size is set to 48 kbyte. The user
data size and MSS (Maximum Segment Size)
is fixed to 8,192 byte. Based on the principle
described in section 2.1, ATM traffic contract
values are set as follows.

PCR01 = 149.76Mbit/s

SCR0 = 18.72Mbit/s

MBS0 = 8256 cell

SCD threshold is fixed to 90% through
the testing. During the ttcp execution, we
also measure the packet queuing delay using
2,048 byte ICMP (Internet Control Message
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Fig. 3 Each TCP throughput under PVPs for AF and DF PHBs with RTT = 80 ms.

Protocol) packet by ping command over the
route of TCP connections.

As for PCR shaping at the PCs, 35Mbit/s
including the cell header is adopted. The dura-
tion of each TCP throughput measurement is
fixed to 180 seconds. In this experimental con-
figuration, the RTT (Round Trip Time) value
is almost determined by the propagation delay
when the network congestion does not occur.
Therefore, we insert the same propagation de-
lay to the both directions of the trunk line by
the data channel simulator. The propagation
delay is set to the half of the RTT value in the
no congestion case. In this paper, RTT value in
the no congestion case is set to 20ms, 80ms or
160ms. From the following sections, we simply
use RTT as the RTT in the no congestion case.

4. Results of TCP Performance Mea-
surement

4.1 Differentiation between AF PHB
and DF PHB

Under the configuration of Fig. 2, we mea-
sured the throughput of each TCP connection
under SBR3 with SCD for AF PHB and UBR
for DF PHB. Two PVPs are devoted to AF
PHB and other PVPs to DF PHB.
(1) RTT = 20ms/80ms
When RTT is 20ms or 80ms, the total esti-
mated TCP throughput when the physical line
speed is unlimited is much larger than the phys-
ical bandwidth of the ATM trunk line. This
means the heavy congestion occurs at the out-
put port of the sender ATM switch. Figure 3
shows each TCP throughput in the case of RTT
= 80ms. TCP connections whose identifier are
from #1 to #12 use PVPs for AF PHB and

TCP connections whose identifier are from #13
to #48 use PVPs for DF PHB. The case of RTT
= 20ms shows the similar result.

As shown in the figure, the AF and DF
are differentiated from the viewpoint of TCP
throughput. To analyze the throughput values
quantitatively, estimated TCP throughput val-
ues for AF PHB and DF PHB are calculated
based on the following assumption.
Assumptions:
• The residual bandwidth which exceeds the

subscribed traffic rate for PVPs for AF
PHB is equally shared by the all PVPs for
AF and DF PHBs.

• According to TCP behavior and ttcp soft-
ware, the size of all transmitted TCP seg-
ments is MSS (=8,192 byte).

• An 8,192 byte TCP segment is transferred
by 172 ATM cells. It is because the TCP
segment is encapsulated by TCP/IP header
(=40 byte), LLC/SNAP header (=8 byte)
and AAL5 (ATM Adaptation Layer type
5) padding field (=8byte) and AAL5
trailer (=8 byte) based on the standard-
ized method 21). The size of AAL5 padding
field is determined by the result of the
alignment to ATM user information size
(=48 byte). When the TCP segment size is
8,192 byte (=MSS), the size of the padding
field is 8 byte and the segment is divided
into 172 cells. We also confirm the number
of cells in one segment with MSS by the
ATM tester. Figure 4 illustrates the way
of the mapping.

• Total bandwidth in ATM level is 149.76
Mbit/s and traffic contract value of AF in
ATM level is 18.72Mbit/s as described in
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Fig. 4 Mapping of TCP segment with MSS to ATM cells.

Section 3.2.
Calculation:

(DF PHB)
“Estimated PVP bandwidth”

=
149.76Mbit/s− 18.72Mbit/s × 2

8 PV P connections

= 14.04Mbit/s

“Estimated TCP throughput”

=
14.04Mbit/s× 8, 192 byte

172 cell× 53 byte
6 TCP connections

= 2.10Mbit/s

(AF PHB)
“Estimated PVP bandwidth”

= 14.04Mbit/s + 18.72Mbit/s

= 32.76Mbit/s

“Estimated TCP throughput”

=
32.76Mbit/s× 8, 192 byte

172 cell× 53 byte
6 TCP connections

= 4.91Mbit/s

The average TCP throughput values of Fig. 3
are almost close to the estimated values. The
differences may be due to cell loss and the con-
sequence of TCP retransmission bandwidth.

On the other hand, the average queuing delay
of PVP for AF PHB is 0ms and the maximum
queuing delay is 7ms. These results are much
smaller than 8ms average delay and 48ms max-
imum delay in PVPs for DF PHB.
(2) RTT = 160ms
In the case of RTT = 160ms, the total traffic of
all TCP connections is not always enough large
to fill the trunk line with TCP data. In other
words, the link is not always utilized due to the
small window sizes of TCP. In this case, the
estimated TCP aggregated throughput is cal-
culated by the following equation independent
of the kind of PHBs.
“Estimated TCP aggregated throughput”

=
µ

RTT + δ
× α (4)

Here,
µ := “TCP send/receive socket buffer size

set in PVP for AF#2”
δ := “Data sending out time to ATM line”
α := “Number of the accommodated TCP

connections”
The measured and calculated values are as fol-
lows.

PVPs for AF : 2.30Mbit/s (measured)
: 2.41Mbit/s (calculated)

PVPs for DF : 2.28Mbit/s (measured)
: 2.41Mbit/s (calculated)

Figure 5 shows each measured TCP through-
put in the case of RTT = 160ms. From these
results, the measured values are almost the
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Fig. 5 Each TCP throughput under PVPs for AF and DF PHBs with RTT = 160 ms.

Fig. 6 Effect of SCR0 with RTT = 80 ms.

same as the calculated values. This means
that the Diffserv PHBs do not affect the TCP
throughput if the total estimated TCP through-
put without the limitation of the physical line
speed is lower than the physical bandwidth of
the trunk line. In other words, this trunk line
is not congested.
4.2 Different Assured Packet Rates of

AF PHB
The experiments changing SCR0 values were

performed to study the differentiation between
the traffic contracts of different assured packet
rates. Besides, the experiments changing MBS0
values were performed to study the differenti-
ation between the traffic contracts of different
committed burst sizes. The following PVPs are
adopted for testing.
• The traffic contract values of one PVP for

AF PHB is the same as those in Section
3.2. We call this PVP AF #1.

• The traffic contract values of the other
PVP for AF PHB is the same as PVP
AF #1 except for SCR0 or MBS0. Either
SCR0 or MBS0 is changed during the ex-
periments. We call this PVP AF #2.

• The other six PVPs are used for DF PHB.
UBR is applied to those PVPs.

(1) Effect of SCR0
Figure 6 shows the results of changing SCR0
when RTT is set to 80ms. To evaluate the
bandwidth allocation for AF #2, we estimated
the TCP aggregated throughput based on the
assumptions in Section 4.1. Table 1 1 shows
the estimated values along with the measured
values in the case of RTT = 80ms. The mea-
sured values are almost the same as the esti-
mated values even if SCR0 value is changed.
This means that the TCP aggregated through-
put of AF #2 is allocated the fair share of the
residual bandwidth. The similar results are
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Table 1 TCP aggregated throughput in PVP for AF #2 changing SCR0 values.

RTT SCR0 18.72 Mbit/s 14.84 Mbit/s 10.60 Mbit/s 6.32 Mbit/s 2.12 Mbit/s

80 ms
Estimated 29.44 Mbit/s 26.39 Mbit/s 23.05 Mbit/s 19.69 Mbit/s 16.39 Mbit/s

Measured 25.72 Mbit/s 25.52 Mbit/s 24.01 Mbit/s 21.23 Mbit/s 14.33 Mbit/s

Fig. 7 Effect of MBS0 with RTT = 80 ms.

observed in the case of RTT = 20ms. How-
ever, the measured throughput becomes a lit-
tle larger than the estimated throughput when
SCR0 becomes smaller value (≤10Mbit/s). In
this condition, the standard deviation of TCP
throughput becomes large.
(2) Effect of MBS0
Figure 7 shows the results of changing MBS0
when RTT is set to 80ms. As shown in the fig-
ure, the TCP aggregated throughput does not
change independent of MBS0. The same re-
sults are obtained when the other RTT values
(= 20ms and 160ms) are set. The differen-
tiation to committed burst size for the TCP
aggregated traffic is not achieved because the
traffic becomes constant due to the statistical
multiplexing.

5. Discussions

The following results are made clear from the
above experiments.
(1) The TCP throughput differentiation be-
tween AF PHB and DF PHB over ATM net-
works is successfully realized during the con-
gestion. ATM SBR3 with SCD can assign the
nearly ideal throughput to each TCP connec-
tion belonging to PVPs for AF PHB. In other
words, the assured bandwidth allocated to AF
PHB is shared equally by TCP connections over
AF PHB, and the residual bandwidth is shared
equally by all TCP connections over AF PHB

and DF PHB. On the other hand, the average
queuing delay of PVP for AF PHB is smaller
than that of DF PHB.
(2) Even when AF PHBs of different assured
packet rates are mixed, each AF PHB over
ATM networks can assign nearly ideal through-
put according to the assured packet rates. This
is achieved by using independent PVPs for the
AF PHBs with the different assured packet
rates.
(3) The TCP throughput fairness in AF PHB
is better than that in DF PHB. In other words,
the variance of TCP throughputs in AF PHB
is much less than that in DF PHB. In order to
clarify the reason, we analyze TCP communica-
tion sequences using the TCP Analyzer 22). The
TCP analyzer, which was developed by KDDI
R&D Labs., emulates TCP protocol behaviors
using TCP segments captured from a commu-
nication link, and it can estimate internal pro-
cedures of TCP flow control and internal values
such as a congestion window (cnwd).

In the case of DF PHB, timeout retransmis-
sions frequently occur as shown in Fig. 8, which
is the result of the TCP analyzer. In the figure,
the dotted line represents the TCP sequence
numbers. TCP sequence numbers do not in-
crease frequently for longer duration than one
second (e.g., 18,000ms, 40,500ms, 58,500ms,
76,500ms and 81,000ms in Fig. 8). At these
times, a TCP sender detects lost TCP segments



452 IPSJ Journal Feb. 2002

Fig. 8 TCP sequence number in PVP for DF.

Fig. 9 TCP sequence number in PVP for AF.

using a retransmission timer. In addition, Ex-
ponential backoff 23) is sometimes triggered at
a TCP sender due to a loss of a retransmitted
segment (e.g., 40,500ms in Fig. 8). The retrans-
mission timer value is doubled every retransmit-
ted segment loss, and in Fig. 8, the exponential
backoff continues more than 10 seconds.

On the contrary, in the case of AF PHB,
most retransmissions of TCP segments are in-
voked by fast recovery and fast retransmission
as shown in Fig. 9. These retransmissions are
invoked when three duplicate ACKs (acknowl-
edgments) are received by a TCP sender. The
duration of no data transfer range from 200ms
to 500ms.

As a result, the fairness degradation for DF
PHB is considered due to the frequency of time-
out retransmission and exponential backoff be-
cause these generally make TCP throughput
unstable.

The difference of timeout retransmission fre-
quency depends on how ATM cells are dropped
by ATM switches. The UPC mechanism for
SBR3 equally discards the cells from each TCP
connection of the PVP because it discards non-
conforming cells in advance of the buffer over-
flow of the ATM switch. In addition, since
cells are not consecutively discarded, consec-
utive TCP segment losses which cause a re-
transmission timeout do not occur so often. On
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the other hand, cells of UBR is not controlled
by ATM switches, and those are discarded to-
gether at the time of buffer overflow. This
causes the devastating loss of cells (i.e., TCP
segments) which is the origin of a timeout re-
transmission.
(4) The size of MBS, which corresponds to com-
mitted burst size of AF PHB, does not affect
TCP throughput over ATM SBR3. In other
words, even when a smaller MBS is used, TCP
throughput does not change. This is because
the aggregated TCP traffic is not so bursty as
the traffic of a single TCP connection 24). At
the experiments of Section 4, six TCP connec-
tions are aggregated to a single PVP for AF
PHB; therefore; the traffic is not considered
bursty.
(5) The traffic control methods of ATM
switches are effective to the differentiation be-
tween AF PHB and DF PHB. The ATM
switch used at the experiments have indepen-
dent queues (output buffers) for SBR and UBR
services, and they contribute to the differentia-
tion between AF PHB and DF PHB. However,
ATM SBR3 can provide only two drop prece-
dence values since two levels of CLP are pro-
vided by ATM switches.

In spite of the only two levels, the support of
independent queues let this approach become
one of the most realistic candidates for the ini-
tial deployment of Diffserv AF/DF PHB ser-
vices in the wide area IP networks.

Consequently, ATM SBR3 with SCD is a
practical way to realize the Diffserv Assured
Forwarding using the commercial products.

6. Conclusions

The emulation of Diffserv AF PHB over ATM
SBR3 service is considered a realistic solution
to the early deployment of IP networks support-
ing AF PHB. In the solution, AF PHB and DF
PHB are mapped to SBR3 and UBR services of
ATM networks. We have experimentally eval-
uated the differentiation of AF PHB and DF
PHB in TCP level in order to assess the feasi-
bility. The following results are obtained.
(1) AF PHB and DF PHB over the ATM net-
works realize TCP throughput differentiation
during the link congestion. ATM SBR3 with
SCD can assign each TCP connection the es-
timated TCP throughput supposing the fair
share of the residual bandwidth. On the other
hand, the average queuing delay of PVP for AF
PHB is largely smaller than that for DF PHB.

(2) The differentiation to assured packet rates
is achieved in TCP level. In other words, AF
PHBs of different assured packet rates equally
share the residual bandwidth which is not allo-
cated to AF PHB.
(3) The TCP throughput fairness to each TCP
connection is achieved in AF PHB. In TCP con-
nections of AF PHB, timeout retransmission of
TCP segments do not occur frequently. This
makes TCP throughput in AF PHB stable.

The results have proved the effectiveness of
the emulation of Diffserv AF PHB over ATM
SBR3 service. The emulation is expected to be
used for the early deployment of IP networks
supporting AF PHB.
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