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Cross-language Voice Conversion Evaluation Using Bilingual Databases
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This paper describes experiments that test an extension of techniques for converting the
voice of one speaker to sound like that of another speaker, to include cross-language utterances,
such as would be required for spoken language translation or language training applications. In
particular, it addresses the issue of evaluation of system performance, and compares objective
tests using a perceptually-motivated acoustic measure, with perceptual tests of voice quality
and speaker resemblance. The proposed method uses Japanese and English speech databases
from 2 female and 2 male bilingual speakers for training in a system based on a Gaussian
mixture model (GMM) and a high quality vocoder. Results indicate that training with cross-
language models also produces close acoustic matches between source and target speakers’
voices. Perceptual tests revealed little significant difference in the performance of mapping
functions trained on single-language and cross-language data pairs.

1. Introduction

Speaker individuality plays an important role
in human speech, and accordingly, much work
has been performed in the field of speech syn-
thesis to model the characteristics of individ-
ual speakers. This paper describes a method to
map from the spectrum of one speaker’s voice
to that of another so that spectral produced can
be changed to sound more like that of the target
speaker. It presents results of experiments per-
formed to evaluate the effectiveness of reduc-
ing speaker differences in the spectral domain
both within a given language and across lan-
guages. The method could have applications in
automatic speech translation, where the voice
of a source-language speaker is used for synthe-
sis in the target language, or in foreign-language
training, where it could be used to facilitate au-
tomatic evaluation of a student’s performance
by direct comparison with the speech of the tu-
tor after it has been modified to match the voice
of the student. Our goal is to determine the role
of spectral information when converting to the
target speaker’s voice characteristics. Future
work include modelling the dynamic speaking
style.
The technique that we present here em-

ploys signal processing techniques to map be-
tween the voices of two people, and the eval-
uations that were performed test the extent
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to which language differences affect its perfor-
mance. Previous work1) has described how the
voice of a reference speaker can be used in con-
catenative speech synthesis to produce utter-
ances in languages other than that of the orig-
inal speech database. However, if successful,
the present method has the advantage of re-
quiring less data because it makes use of voice-
conversion techniques to allow mapping of any
target speaker’s voice after training with only a
small number of source speaker’s utterances.
Our proposed method extends the work by

Abe, et al.2),3) in the late 1980’s using a code-
book mapping method for voice conversion.
Their method used a discrete representation of
the acoustic features that contribute to speaker
individuality, mapping between code vectors by
minimizing the acoustic distortion between the
pairs. We employ a voice conversion algorithm
based on the Gaussian Mixture Model (GMM)
proposed by Stylianou, et al.4) to model the
acoustic space of a speaker continuously, and
claim that this technique has advantages over
the discrete codebook mapping methods. Toda,
et al.5) reported an application of this voice
conversion method, in conjunction with a high-
quality vocoder STRAIGHT (Speech Transfor-
mation and Representation using Adaptive In-
terpolation of weiGHTed spectrum)6),7), which
was shown to produce better speech quality
than the codebook-based methods. Further im-
provements were gained from inclusion of Dy-
namic Frequency Warping (DFW) and spectral
conversion combining GMM-based and DFW-
based algorithms8).
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Ideally, the quality of the output speech
should sound as if the target speaker had spo-
ken the other language and the speaker’s in-
dividuality should be preserved across the dif-
ferent languages. A measure of acoustic dis-
tances between the converted voice and the tar-
get voice is therefore essential for the evaluation
of success in cross-language voice conversion.
In the study presented by Abe, et al., bilin-
gual datasets were not used for evaluating these
acoustic distances. We collected Japanese-
English bilingual data from the speech of 2
females and 2 males for an investigation into
whether differences in the languages have an
effect on the quality of the converted voice.
This paper is organized as follows: In Sec-

tion 2, an overview is given of cross-language
voice conversion. In Section 3, details of the
proposed method are explained. Experimental
techniques are presented in Section 4, results
given in Section 5, and discussion of these re-
sults in Section 6. Section 7 is a conclusion and
outlines for future work.

2. Cross-language Voice Conversion
with Bilingual Databases

The backgrounds and the procedures of cross-
language voice conversion are discussed in
this section. The reasons of using bilingual
databases and details of those databases are
also introduced.

2.1 Cross-language Voice Conversion
Abe, et al.3) performed a statistical analysis

of spectrum differences between Japanese and
English, and they reported some instructive
results. Although there were some code vec-
tors that predominate in English or Japanese,
there were no perceptual differences between
English coded by the English codebook and
coded by the Japanese codebook. Another fact
was shown that the code vectors’ overlap in dif-
ferent language pairs was remarkable than over-
lap in different speakers. From these points
of view, we assume that voice differences be-
tween the speakers are more important than
the acoustic differences between the languages
when performing cross-language voice conver-
sion. In our work, as we used GMM based con-
version algorithm, it was possible to represent
acoustic spaces more continuously than code-
book mapping methods.
To evaluate the conversion success, Abe, et

al. used an English speech synthesizer (MITalk)
to generate Japanese speech, with conversion
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Fig. 1 Diagram of cross-language conversion pro-
cedure, English converted voice trained by
Japanese.

of the voice, and measures were made of the
acoustic distance between target utterances and
voice-modified synthetic speech. Perhaps be-
cause of the distortion present in the original
synthesised speech, the cross-language voice-
conversion was not found to be as effective as
single-language conversion. We therefore de-
cided to test the efficiency of our cross-language
voice-conversion technique using utterances of
builingual speech. By using bilingual speak-
ers, we can be assured of a natural, native
speaker utterances both within and across lan-
guage pairs. The use of bilingual datasets for
both source and target speaker’s databases al-
lows detailed evaluation for of voice conversion.
Figure 1 shows the flow of processing. Two
sets of bilingual data were recorded from native
Japanese speakers, and training was performed
first using Japanese speech to develop the map-
ping weights vectors. These weights were then
used to perform voice-conversion of English ut-
terances from the same speakers. The process
was then repeated using English utterance pairs
for training and Japanese utterance pairs for
testing. Tests were also performed using mono-
lingual speech pairs to produce baseline perfor-
mance ratings.
The procedure is as follows:

( 1 ) Train acoustic mapping functions be-
tween speakers (using language A train-
ing sentences) to obtain the mapping
function,

( 2 ) Apply the mapping function to the
source speaker’s utterances (using lan-
guage B evaluation sentences),

( 3 ) Obtain Language B utterances which
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Table 1 Mean fundamental frequency and standard
deviation of 50 training sentences (Hz).

English Japanese
mean std mean std

F1 270.0 43.4 248.6 41.2
F2 227.6 41.2 233.9 34.6
M1 114.5 18.0 112.9 15.5
M2 90.8 13.9 89.8 12.3

have the target speaker’s spectra and
prosodic characteristics,

( 4 ) Evaluate the quality of the voice con-
version cross- and single-languages, using
both acoustic and perceptual measures.

2.2 Experimental Speech Databases
Utterances of four native Japanese speak-

ers with bilingual language skills (2 females, 2
males) were recorded in a sound-treated room
with studio-quality equipment and their speech
was digitised using 48 kHz, 16 bit sampling.
Since the last target of our voice conversion
system is for Japanese to English speech, we
selected bilingual speakers who are fluent in
these two languages. Speaker F1 had learnt En-
glish from an American native speaker from the
age of 3-yrs, and speaker F2 has more than 12
years experience of living in an English speak-
ing country. Speaker M1 has a Japanese mother
and an English father, and speaker M2 is a spe-
cialist in British English phonology.
The speakers each read 60 sentences in each

language. After down-sampling to 16 kHz, 50
sentences were used for training data and 10
sentences were used for testing. The mean
fundamental-frequency (F0) and its standard
deviation for the 50 training sentences are given
in Table 1. The male speakers showed little
difference in F0 between Japanese and English.
On the contrary, the F0 for the female speakers
differed considerably, even within the readings
of the same speaker. Speaker F1 uses a higher
pitch for Japanese than for English (21.4Hz dif-
ference on average), while speaker F2 raises her
pitch when speaking English (by about 6Hz).

3. Voice Conversion Method

To carry out the voice conversion, we em-
ployed the recently reported method4),9) ex-
plained below.
In this method, p-dimensional time-alignment

of the acoustic features of a source speaker and
a target speaker is performed. Dynamic Time
Warping (DTW) is used:
source speaker : x = [x0, x1, . . . , xp−1]T ,

target speaker : y = [y0, y1, . . . , yp−1]T ,
where T denotes transposition.

3.1 Gaussian Mixture Model
In the GMM algorithm, the probability dis-

tribution of acoustic features x can be described
as

p(x) =
m∑

i=1

αiN(x;µi, Σi), (1)

m∑
i=1

αi = 1, αi ≥ 0, (2)

where N(x;µ, Σ) denotes the normal distribu-
tion with the mean vector µ and the covariance
matrix Σ. αi denotes a weight of class i, and
m denotes the total number of Gaussian mix-
tures. The merit of employing this model for
the voice conversion method is that the acoustic
space can be described continuously in GMM,
resulting in a reduction of quantisation distor-
tion.

3.2 Conversion of Acoustic Features
Conversion of the acoustic features of the

source speaker to those of the target speaker
is performed by a Mapping Function, defined
as follows:

F (x) = E[y|x]

=
m∑

i=1

hi(x)Ei[y|x], (3)

Ei[y|x] = µy
i +Σyx

i (Σxx
i )−1(x−µx

i ), (4)

hi(x) =
αiN(x;µx

i , Σxx
i )

m∑
j=1

αjN(x;µx
j , Σxx

j )
(5)

where µx
i and µy

i denote mean vectors of class
i for the source and target speakers. Σxx

i is co-
variance matrix of class i for the source speaker.
Σyx

i is the cross-covariance matrix of class i
for the source and target speakers. In this
paper, these matrices are set to be diagonal.
By introducing this mapping function in voice
conversion, acoustic features can map continu-
ously using correlation between source and tar-
get speakers.

3.3 The Mapping Function Training
To estimate parameters such as αi, µ

x
i , µy

i ,
Σxx

i , Σyx
i , the probability distribution of the

joint vectors z = [xT , yT ]T for the source
and target speakers is represented by the GMM
whose parameters are trained by joint den-
sity distribution9). Covariance matrix Σz

i and
mean vector µz

i of class i for joint vectors can
be written as
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Σz
i =

[
Σxx

i Σxy
i

Σyx
i Σyy

i

]
,

(6)

µz
i =

[
µx

i

µy
i

]
.

(7)

Expectation Maximization (EM) algorithm is
used for estimating these parameters.

3.4 Conversion System
The GMM-based voice conversion algorithm

has been implemented in STRAIGHT by Toda,
et al.5) It was confirmed that the system could
reliably convert synthetic voices in a single-
language test. STRAIGHT is a high qual-
ity vocoder developed to meet the need for
a flexible and high quality analysis-synthesis
method6),7). It consists of pitch adaptive spec-
trogram smoothing and fundamental frequency
extraction using TEMPO (Time-domain Exci-
tation extractor using Minimum Perturbation
Operator), and allows manipulation of speech
parameters such as vocal tract length, pitch,
and speaking rate keeping with a high quality
voice sounds.
As our acoustic feature, we employed the Mel

cepstrum of the smoothed spectrum analyzed
by STRAIGHT. The cepstral order was set to
be 40, and the 1 to 40th order cepstrum coeffi-
cients were used for voice conversion. These 40
cepstra were used to map between source and
target speaker’s frames by DP matching based
on cepstral distances. As the waveform power,
that of the source speaker was used.
We have not yet considered full conversion

of all prosodic characteristics but for these ex-
periments, the fundamental frequency (F0) was
also included as a factor in the GMM conversion
method. The feature is lnF0 and the number
of the GMM classes were 2.
To evaluate the quality of the voice conver-

sion methods, a conversion accuracy evaluation
test and two perceptual evaluation tests were
carried out. In the following sections, experi-
mental evaluations and the discussions are re-
ported.

4. Voice Conversion Evaluation

On the assumption that a measure of voice-
conversion accuracy should be as close to that of
human perception as possible, we employed Mel
scaling in our cepstral-distance calculations,
that is, Mel cepstrum distortion (MelCD).

4.1 Evaluation Measurement
The MelCD we employed for determining

acoustic distances between converted and tar-

get speech is defined as follows:

MelCD =
10

ln10

√√√√2
40∑

i=1

(mc
(conv)
i − mc

(tar)
i )2,

(8)

where mc
(conv)
i and mc

(tar)
i denote the long-

term averaged MelCD coefficients of the con-
verted voice and the target voice, respectively.
In this study, these coefficients are calculated
from STRAIGHT spectra.
As the MelCD measure decreases we can in-

fer that the mapping between source and tar-
get voice qualities is improving. The distance
between unmodified source and target speak-
ers’ voices is taken as a baseline maximal dis-
tance. For a guide to the minimum expectable
distance, we measured differences in the speech
of one speaker over different periods of time, as
detailed in the next subsection.

4.2 Acoustic Distances of the Same
Speaker

It is well known that the voice of a given
speaker can change over time. In an attempt
to quantify this variability in the short time
and determine a baseline minimum distance, we
recorded the voice of speaker F1 reading the
same set of 10 evaluation sentences 5 times.
The first pair of readings differed in time by
only a one-minute interval. The last pair dif-
fered by an hour, as shown below:
( 1 ) recording the first set of 10 sentences,
( 2 ) re-recording after a one-minute interval,
( 3 ) re-recording after a ten-minute interval,
( 4 ) re-recording after a thirty-minute inter-

val,
( 5 ) re-recording after a sixty-minute interval.
Analysis parameters are as given in Table 2.

MelCD distances calculated between each pair
of readings are given in Table 3. It can be
seen from Table 3 that the smallest value ob-
tained is about 2.2 dB. This represents the dif-
ferences in the long-term averaged cepstrum be-
tween readings of identical sentences from the
same speaker, and can be taken as a minimum
baseline for measuring the performance of the
voice conversion metric. It will also be noticed

Table 2 Analysis parameters.

Analysis window Compensated gaussian
Sampling frequency 16 kHz

Shift length (training) 5 ms
Number of FFT points 1024

Number of the GMM class 64
Training sentences 50
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Table 3 MelCD values between the same speaker,
F1 (dB).

Japanese English
(1)-(2) 2.32 2.27
(1)-(3) 2.26 2.32
(1)-(4) 3.32 2.44
(1)-(5) 2.36 2.42
mean 2.53 2.36

that a difference of 3.3 dB is found between one
pair of readings. The speaker took a nap be-
tween these readings and the difference in voice
quality upon waking is seen in this measure.

4.3 Making Conversion Sets
To investigate the differences between voice

conversion across different language pairs, we
compared the performance of mapping func-
tions trained on both Japanese and English
data sets of 50 sentences each. Comparisons
were made for both male and female speak-
ers, after conversion by mapping the voice of
speaker 1 to that of speaker 2 for each of the
10 evaluation sentences. The Mel scaled cep-
strum distance functions were calculated using
the long-term averaged cepstrum of the com-
bined evaluation sentence readings after voice-
conversion. The following combinations were
tested:
( 1 ) English sentences voice-mapped using

weights trained on Japanese data.
( 2 ) English sentences voice-mapped using

weights trained on English data.
( 3 ) Japanese sentences voice-mapped using

weights trained on English data.
( 4 ) Japanese sentences voice-mapped using

weights trained on Japanese data.
4.4 Conversion Accuracy Evaluation

of Cross-language voice conversion
Figure 2 shows the values obtained for each

of the above four conditions as well as the dis-
tances obtained by comparing the voices of the
original speakers before the voice-conversion
technique was applied. The black bars show
the averaged results for both male and female
speakers combined. No attempt was made to
map between the voice of a male speaker and
that of a female speaker (or vice versa) in these
experiments.
It can be seen that the acoustic distances

between the voice-converted source-speaker’s
speech and that of the conversion-target
speaker decrease in both cross- and single-
language voice conversion. In single-language
cases, the mean values are around 2.2 to 2.5 dB.
These values almost as low as the distortion
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Fig. 2 Results of Mel cepstrum distortion.

measured within-speaker, shown in Table 3.
This indicates that individual voice differences
are significantly reduced. The MelCD for the
cross-language conditions are not as close as
those of the single-language cases. However, to
conclude that voice difference reduction is suc-
cessful, when compared with the original dis-
tances and even when the mapping function
training and target languages are different. The
differences between same-language and cross-
language training results can be taken to show
the effects of mapping across languages. It was
also noted that MelCD values were larger for
the female results. One cause may be the F0 dif-
ferences found even in the same female speaker
in Japanese and English.

5. Subjective Evaluation

To confirm the reliability of the objective ex-
periments, we performed a perceptual evalua-
tion of the performance of the cross-language
voice-conversion algorithm. For a method of
making converted speeches, the algorithm of
mixing the GMM-based converted spectrum
and the Dynamic Frequency Warping (DFW)-
based converted spectrum8) were employed to
enables to produce better quality sounds which
need for the listening tests, since the GMM-
based converted spectra were over-smoothed
than the original target speaker’s spectra. Here,
the converted speeches keep source speaker’s
prosodic features except F0 at first. Two kinds
of listening tests were performed; one to evalu-
ate the closeness of the mapping from the source
speaker’s voice to that of the target speaker,
and one to evaluate the distortion in voice
quality produced by the conversion process.
Table 4 shows the experimental conditions. 3
sentences were selected from the 10 evaluation
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Table 4 Conditions of subjective experiments.

Room Sound treated room
Participants 8

(4 females and 4 males)
Experiment AB(X)

Presentation style Random

utterances in both languages. The utterances
were produced by both speakers of each sex.
This resulted in a set of 24 evaluation sentences.
These were randomised and presented to 8 lis-
teners, comprising 4 females and 4 males.

5.1 Conversion Accuracy Evaluation
ABX listening tests were conducted for eval-

uation of subjective conversion accuracy. Lis-
teners heard speech in turn as follows.
• X: the original unmodified speech of the

target speaker
• A or B: the two versions of each voice-

converted utterance, using within-language
and between-language trained models

Listeners were asked to judge which (A or
B) of the converted voices sounded most like
the target speaker (X). Responses were marked
by circling A or B on the response sheet for
each test utterance. Order of presentation (X-
A,B/X-B,A) was also randomised.

Figure 3 shows the results. It can be
seen from the figure that there is no remark-
able difference between the training methodolo-
gies. Responses from the listeners were close
to 50% in all but one case, indicating that
both single-language and cross-language train-
ing performed equally well. However, in the
case of the female speaker’s voice conversion,
there was a marked preference for sentences of
Japanese with models trained on Japanese ut-
terances. We consider that one reason for this
difference came from prosodic differences in the
utterances of the two female speakers, whose
F0 level and overall speaking rate (and perhaps
segmental timing relationships) were indeed dif-
ferent. Since A and B have the source speaker’s
prosody and X has the target’s prosody, partic-
ipants may have been affected by the prosodic
differences. This issue is discussed in the Sec-
tion 5.3.

5.2 Sound Quality Evaluation
AB listening tests were also conducted for

subjective sound quality evaluation. The same
8 listeners were presented with pairs of voice-
converted utterances, produced as above and
using the same materials, to further evaluate
differences between single-language and cross-

Fig. 3 ABX test results (Conversion accuracy).

Fig. 4 AB test results (Sound quality).

language trained models. The listeners were
asked to judge which sounded more natural (A
or B). In this case, naturalness was defined as
meaning less noisy and keeping clarity. The
test was designed to evaluate the distortion pro-
duced by each of the training procedures. Lis-
teners were required to circle either A or B on
the response sheet to indicate the sample with
higher naturalness in each pair.

Figure 4 shows the results. It can be seen
that results were also centred well around the
50% mark, indicating that neither method of
training the mapping weights produced consid-
erably more distortion than the other, except
for the female speaker’s Japanese utterances.
In the ABX test presented above, it was found
that the listeners showed a marked preference
for the voice conversion using models trained
on Japanese utterances when the test sentences
were spoken in Japanese. In the AB listening
test presented here, the listeners also judged
that the voice quality of the female speaker for
Japanese sentences was better when the mod-
els used in the voice-conversion process were
trained using utterances spoken in the same
language. In the following section, we inves-
tigated the possible reasons for these results.

5.3 Repeat Evaluation
To determine whether the results of female

Japanese sentences were caused by prosody (we
saw in the last part of the Section 5.1), the tar-
get speaker’s utterances were modified to have
the source speaker’s prosody, as A and B keep
source speaker’s prosodic information. A repeat
conversion accuracy (ABX) and a sound quality
(AB) evaluations were performed using these
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Fig. 5 ABX repeat test results (Conversion
accuracy).

Fig. 6 AB repeat test results (Sound quality).

modified X utterances. When performing ABX
repeat tests presenting the target-speech data
modified to have source speaker’s prosodic fea-
ture as a subsequent ABX evaluation, we also
presented the same test data at the same time.
The presentation order for an AB evaluation of
voice naturalness was also randomised.
The results of this further comparison are

presented in Figs. 5 and 6. Both results showed
about 10% improvements in a preference scores
for Japanese sentences trained by English. Al-
though it was found to improve the score by
modifying prosodic information of the target
speaker, the results still kept the same ten-
dency as Figs. 3 and 4. This was not an enough
amelioration as we expected as compared with
the scores in the English sentences. These re-
sults indicated that the other factors had effects
when producing these converted voice. Further
investigations are left to future work.

6. Conclusion

We confirmed that the effectiveness of cross-
language voice conversion extended from single-
language voice conversion technique based on
GMM and STRAIGHT. Since cross-language
voice conversion is normally considered not to
be successful because of using mapping function
trained by other language, the confirmation
is an important step for trying cross-language
conversion. To perform and to evaluate the con-
version, the bilingual databases were prepared
for the source and the target speaker.
Objective measures of performance using a

Mel-scaled cepstral distance function on long-
term averaged data show that the mapping
functions succeed in reducing the distance be-
tween the source and target speaker’s voice in-

dividuality differences. These results all show
slightly better MelCD values and perceptual
scores in single-language voice conversion, al-
though cross-language voice conversion showed
similar trends.
Perceptual tests showed that, in the majority

of cases, listeners found little significant differ-
ence in the performance of mapping functions
trained on single-language and cross-language
data pairs. However, for the female speaker’s
Japanese sentences, the cross-language voice
conversion seemed less successful than other 3
types of results. From the repeated ABX and
AB test results, we got 10% improvement for
reducing prosodic effects.
Future work include inquiring the results of

perceptual tests and recording more bilingual
data to test for the more detailed experiments.
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