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In order to support multimedia communication over high speed networks, it is necessary
to develop routing algorithms which use more than one QoS parameter. This is because new
services such as video on demand and remote meeting systems require better QoS. However,
the problem of QoS routing is difficult and to find a feasible route with two independent path
constraints is NP-complete. Therefore, QoS routing algorithms for high speed networks must
be adaptive, flexible, and intelligent for efficient network management. In a previous work, we
proposed a Genetic Algorithm (GA) based routing method. This method used only the delay
time as a routing parameter. In this paper, we improve the previous work in three aspects. The
new QoS routing method uses two QoS parameters for routing. Also, we implemented a new
tree generating algorithm which generates and reduces the tree automatically. Furthermore,
we carried out the simulations for different kinds of networks. The simulation results show
that the proposed method has a better performance than a conventional GA based routing
algorithm and can find better routes by using two QoS parameters.

1. Introduction

The high-speed networks are expected to sup-
port a wide range of multimedia applications.
The requirement for timely delivery of multi-
media data raises new challenges for the next
generation broadband networks. One of the key
issues is the Quality of Service (QoS) routing. It
selects network routes with sufficient resources
for the requested QoS parameters.

So far, many routing algorithms have been
proposed. The routing strategies can be classi-
fied into three classes: source, distributed and
hierarchical routing. Source routing algorithms
are conceptually simple, but they suffer from
scalability problem. Distributed routing algo-
rithms are more scalable, but loops may occur,
which make the routing to fail. Hierarchical
routing has been used to cope with the scalabil-
ity problems of source routing in large internet-
works. The hierarchical routing retains many
advantages of source routing and has some
advantages of distributed routing because the
routing computation is shared by many nodes.
But, the network state is aggregate additional
and gives some imprecision, which has a signif-
icant negative impact on QoS routing 1)∼3).

High-speed transmission rates bring forward
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their specific issues influencing the network de-
sign. To cope with high-speed networks the
routing algorithms should give a fast decision
and must be adaptive, flexible, and intelligent
for efficient network management 4)∼6).

In Ref. 4), a Genetic Load Balancing Routing
(GLBR) method is proposed. The effectiveness
of the GLBR is shown compared with conven-
tional Shortest Path First (SPF) and RIP al-
gorithms. The GLBR method has a better be-
havior than SPF and RIP algorithms. But, the
genetic operations are complicated. We pro-
posed an Adaptive Routing method based on
Genetic Algorithm (GA) (ARGA) 5),6). Perfor-
mance evaluation via simulations shows that
ARGA method has a faster routing decision
compared with GLBR method. However, the
ARGA method uses only the delay time as a
parameter for routing.

In order to support multimedia communica-
tion over high speed networks, it is necessary
to develop routing algorithms which use for
routing more than one QoS parameter such as
throughput, delay, and loss probability. This
is because new services such as video on de-
mand and remote meeting systems require bet-
ter QoS. However, the problem of QoS routing
is difficult, because the distributed applications
have very diverse QoS constraints on delay, loss
ratio, bandwidth, and multiple constraints of-
ten make the routing problem intractable. For
example, finding a feasible route with two in-
dependent path constraints is NP-complete 1).
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The performance of a QoS routing algorithm
can be seriously degraded if the state informa-
tion is outdated. For this reasons, fast and
efficient QoS algorithms are required for high
speed networks.

In this paper, we propose a new GA based
routing algorithm for multimedia communica-
tion called ARGAQ. The ARGAQ compared
with ARGA algorithm has the following im-
provements. The ARGAQ uses two QoS pa-
rameters for routing. Also, we implemented
a new tree generating algorithm which gener-
ates and reduces the tree automatically. With
ARGA algorithm, we carried out the simula-
tions only for a network with 20 nodes. How-
ever in this paper, we carry out many simula-
tions for different kinds of networks.

The paper is organized as follows. In Section
2, we give GA cycle. In Section 3, we introduce
the previous work. The proposed QoS routing
method is treated in Section 4. The simulation
results are discussed in Section 5. Finally, con-
clusions are given in Section 6.

2. GA Cycle

The GA cycle is shown in Fig. 1. At the
beginning, an initial population of potential
solutions is created as a starting point for
the search. In the next stage, the perfor-
mance (fitness) of each individual is evaluated
with respect to the constraints imposed by the
problem. Based on each individual’s fitness,
a selection mechanism chooses “parents” for
the crossover and mutation operators. The
crossover operator takes two chromosomes and
swaps part of their genetic information to pro-
duce new chromosomes. The mutation operator
introduces new genetic structures in the popu-
lation by randomly modifying some of genes,
helping the search algorithm to escape from lo-
cal optimum. The offspring produced by the
genetic manipulation process are the next pop-
ulation to be evaluated. GA can replace either
a whole population or just its less fit members.
The creation-evaluation-selection-manipulation
cycle repeats until a satisfactory solution to the
problem is found, or some other termination cri-
teria are met 7).

3. Previous Work

In this section, we will explain ARGA and
GLBR methods. In these methods, the most
important factor to achieve efficient genetic op-
erations is gene coding, because it has influence
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Fig. 1 GA cycle.
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Fig. 2 A network example with 8 nodes.

on the efficiency of genetic operations.
In the GLBR method4), the genes are put

in a chromosome in the same order the nodes
form the communication route, so the chromo-
somes have different size. If genetic operations
are chosen randomly, the new offsprings of a
population may be unsuitable individual pop-
ulations. As a result, a communication route
between two adjacent nodes may not exist and
some complicated genetic operations should be
carried out in order to find a new communi-
cation route. Also, because the individuals of
a population have different sizes, the crossover
operations are complicated.

In order to simplify the genetic operations of
GLBR method, in the ARGA method, the net-
work is expressed by a tree network and the
genes are expressed by the tree junctions. By
this coding method, the length of each chromo-
some is the same and the genetic operations are
carried out in the tree junctions, so the searched
routes always exist. Therefore, there is no need
to check the validity of the searched routes as
in GLBR method.

To explain this procedure, we use a small net-
work with 8 nodes as shown in Fig. 2. Node A
is the source node and node H is the destination
node. All routes are expressed by the network
tree model shown in Fig. 3. The shaded areas
show the same routes from node C to H. In or-
der to decrease the chromosome gene number,
the network tree model of Fig. 3 is reduced as
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shown in Fig. 4. In the reduced network tree
model, each tree junction is considered as a gene
and the path is represented by the chromosome.

By using this gene coding method, the se-
lected route always exists and the algorithm
can avoid the routing loops. In Fig. 5 and
Fig. 6 are shown the chromosomes of route A-
B-D-E-C-F-G-H, for GLBR method and ARGA
method, respectively. In ARGA method, the
genes in a chromosome have two states “active”
and “inactive”. A gene is called active if the
junction is in the route, otherwise the gene is
in “inactive” state. The genetic operations are

carried out in active genes.

4. Proposed Method

In this section, we will explain the tree gener-
ation algorithm, tree reduction algorithm, how
the ARGAQ uses two QoS parameters for rout-
ing, and ARGAQ method operation.

4.1 Tree Generation Algorithm
First, the algorithm transforms the network

in a tree network, which we call the basic tree
network. Next, the basic tree network is re-
duced in the part where are the same routes.
This is called the reduced tree network. The
tree junctions of the reduced tree network are
used as genes of ARGAQ method.

4.1.1 Basic Tree Network Generation
To generate the basic tree network, we repre-

sent the network model in a matrix form. When
a link exists between two nodes the value of ma-
trix element will be one, otherwise will be zero.
The flowchart has two parts. The first part gen-
erates the paths from Source Node (RN) to Des-
tination Node (DN), therefore the node check
procedure is carried out in forward direction.
The second part of the algorithm generates the
branches of the tree network, thus the algo-
rithm searches in backward direction. It should
be noted that in a transmission route the same
node name appears only once. This is done in
order to avoid the routing loops. Also, when a
route is searched, if there are links to nodes that
have already been checked they will be ignored.

The flowchart of basic tree network algorithm
is shown in Fig. 7. In order to illustrate this
procedure, the network shown in Fig. 2 is rep-
resented in a matrix form as shown in Eq. (1).
When there is a link between node A and node
B, the values of M[A, B] and M[B, A] will be 1.
Otherwise, the values will be 0.

M =




A B C D E F G H

A 0 1 1 0 1 0 0 0
B 1 0 0 1 1 0 0 0
C 1 0 0 0 1 1 1 0
D 0 1 0 0 1 0 0 1
E 1 1 1 1 0 0 0 1
F 0 0 1 0 0 0 1 0
G 0 0 1 0 0 1 0 1
H 0 0 0 1 1 0 1 0




(1)

Using this matrix the basic tree network is
generated as follows.
• Select the node A as the tree root.
• In order to find the links from A, the search

is started in row A from the column A.
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Fig. 7 Basic tree network flowchart.

• Because the search is done in order from the
column A, the link to column B is found.

• The node B becomes the offspring of node
A.

• In order to find the links from B, the search
continues in row B starting again from col-
umn A.

• A link connected to node A is found, but
node A has been already checked, so it is
ignored.

• Next, a value 1 is found in the column D.
This is an available link, because node D
has not been checked yet.

• The node D becomes the offspring of node
B and the search continues from node D.

• By searching in the same way the route “A-
B-D-E-C-F-G-H” is found.

• In order to generate the branches of the
tree network the search is started in back-
ward direction from row G. The node H is
the destination node, so the row H is not
checked.

• Here, the node G which is the node be-
fore the last node H is checked whether this

node has other links or not. For this rea-
son, the algorithm goes back to G and the
search continues.

• The search of G row already has finished
until H column and there is not any column
for checking. Therefore the search for row
G finishes.

• The node F which is the node before the
last node G is checked whether this node
has other links or not. For this reason, the
algorithm goes back to G and the search
continues.

• The search of row F has been finished until
column G. Therefore, the search restarts
from column H.

• There are not links to be examined from
column H, therefore the search for row F
finishes.

• In the same way, the search continues from
node C which is the node before the last
node F.

• The column G is not examined yet. There-
fore, the node G becomes offspring of node
C and the search of row G starts from col-
umn A.

• Since the first available link of row G is
found on column F, the node F becomes
the offspring of node G and the search of
column F continues.

• Since there are not available links from row
F and this route cannot go up to node H,
the node F is removed and it is not an off-
spring of node G.

• The search of row G is restarted from col-
umn G.

• An available link exists to H, so a new
branch is found.

By repeating these procedure, all matrix el-
ements are examined and the basic tree net-
work is generated as shown in Fig. 8. In this
research, we consider only the unicast routing.
Therefore, the basic tree network has only one
leaf (H).

4.1.2 Reduced Tree Network Algo-
rithm

The reduced tree network is constructed by
modifying the basic tree network. This proce-
dure considers the comparison between nodes.
As information for comparison are used the
name of nodes (they are shown by alphabetic
names) and the number of offspring nodes. The
node name is written with a letter and a num-
ber (see Fig. 8). The number is used to dis-
tinguish the nodes with the same alphabetic
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name. The comparison is carried out in two
directions: from the top to bottom and from
the right to the left. When the nodes have the
same name and offspring nodes the reduction
process is carried out. Otherwise, the nodes are
left unchanged and the algorithm moves to the
next comparison. The algorithm stops when all
nodes are compared and the nodes which have
the same name and offsprings are reduced.

The flowchart of reduced tree network algo-
rithm is shown in Fig. 9. In order to illustrate
this procedure, we consider the reduction of
generated basic tree network shown in Fig. 8.
The reduced tree network is generated as fol-
lows.
• The search starts from the parents of node

H.
• The sequence is checked in order from the

top to the bottom of Fig. 8. For example,
G0, G1, E0, D0, and so on.

• First, two parents of node H which are G0
and G1 are selected.

• The name of nodes and the number of off-
springs are compared. In the case of nodes
G0 and G1, the name of nodes is the same
and they have the same offsprings.

• For this reason, G1 is replaced with G0 and
removed from the tree.

• Next, G0 and E0 are compared. In this
case, the node names are different, so they
are left unchanged and go to the next com-
parison.

• When the comparison between G0 and
other parents of H has been finished, the
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Fig. 9 Reduced tree network flowchart.

algorithm assigns the name G for all nodes
which were replaced with G0.

• After this operation, the reduction of node
G which is the parent of node H is finished.

• Since the name G represents all nodes
which were replaced with G0, all parents
of G are also the parents of G0. In this
case, the node G0 represent all nodes from
G1 to G7.

• Next the reduction continues with the par-
ents of node G0 in the right-left direction.

• By continuing the reduction procedure for
parents of node G0, nodes F1, F2, F3 are
replaced with F0 and nodes C1 and C3 with
C0.

• When the parent nodes are not reduced,
then the algorithm continues with next
comparison.

• When the comparison of all parent nodes
has finished, the reduction of the basic tree
network is finished and the reduced tree
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network is generated.
After generation of the reduced tree network,

the tree junctions are coded as genes and a
number is assigned to each tree junction, which
corresponds to the chromosome locus. The
reduced tree network generated from Fig. 8 is
shown in Fig. 10.

4.1.3 Two QoS Routing Parameters
In ARGA and GLBR methods, the best route

was decided considering only the delay time pa-
rameter. In ARGAQ method two parameters:
the Delay Time (DT) and Transmission Success
Rate (TSR) are considered as QoS parameters.
The DT means the time it takes a packet to
go from one node to another one. The TSR
shows the rate of correctly transmitted packets
(without loss). The packet loss may be caused
by the overflow in the queue or from some net-
work troubles.

Let consider a network as shown in Fig. 11.
The node A is the source node and node B
is the destination node. Let node A sends
to node B 10 packets. The total TSR value
for Fig. 11 (a) and Fig. 11 (b) is calculated by
Eq. (2) and Eq. (3), respectively.

10 × 0.9 × 0.9 × 0.9 × 0.9 = 6.561 (2)
10 × 1.0 × 1.0 × 0.6 × 1.0 = 6.000 (3)

The best route in this case is that of
Fig. 11 (a), because the total TSR is higher
compared with that of Fig. 11 (b).

Let consider another example, when the val-
ues of DT and TSR are considered as shown in
Fig. 12. The value of T parameter is decided
as follows.

T =
∑n

i=1 DTi∏n
i=1 TSRi

(4)

where n is the number of links in a path.

TSR =       90% 90% 90% 90%

TSR =      100% 100% 100%60%

A B

BA

(a)

(b)

Fig. 11 An example of TSR calculation.
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Fig. 12 A network example for QoS routing.

When node A wants to communicate with
node D, there are two possible routes: “A-B-D”
and “A-C-D”. The T value for these routes is
calculated by Eq. (5) and Eq. (6), respectively.

TA−B−D =
350 + 300
75 × 50

=
650
3750

= 0.1733 (5)

TA−C−D =
400 + 400
90 × 95

=
800
8550

= 0.0468 (6)

The delay time of “A-B-D” route is lower
than “A-C-D” route, but the T value of “A-
C-D” route is lower than “A-B-D”, so “A-C-D”
route is the better one. This shows that a good
candidate route can be found when two QoS
parameters are used for routing.

4.2 ARGAQ Method Operation
The ARGAQ method is a source-based rout-

ing mechanism and uses two QoS parameters
for routing. When a node wants to transmit in-
formation to a destination node, this node be-
comes the source node. The ARGAQ method
transforms the network in a tree network with
the source node as the root of tree. After that,
the tree network is reduced in the parts where
are the same routes. By using the tree model,
the routing loops can be avoid, therefore the al-
gorithm doesn’t lose searching time in the rout-
ing loops. Also, by reducing the tree network,
the chromosome length is shorten so the genetic
operations become simple.

After the reduction of the tree network, the
tree junctions are coded as genes. The genes
in a chromosome have the information of the
adjacent nodes. Because, the individual and
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chromosome are the same, the route is repre-
sented by the chromosome and the population
is a collection of routes.

After the gene coding, the ARGAQ method
starts the genetic operations. First, an initial
population is selected. In the selected popu-
lation, the ranking selection model is used to
select two individuals in order to carry out the
genetic operations. The ranking model ranks
each individual by their fitness. The rank is de-
cided based on the fitness and the probability
is decided based on the rank. The individual
fitness is based on T value. When T value is
small, the individual fitness is high.

The genetic operations are the crossover and
mutation. The ARGAQ method uses the sin-
gle point crossover, because simple operations
are needed to get a fast response. In the muta-
tion operation, the genes are chosen randomly
in the range from zero up to mutation probabil-
ity p mutation ≤ 1

� , where l is the chromosome
length.

After the crossover and mutation, the elitist
model is used. Based on the elitist model the in-
dividual which has the highest fitness value in a
population is left intact in the next generation.
Therefore, the best value is always kept and the
routing algorithm can converge very fast. The
offsprings produced by the genetic operations
are the next population to be evaluated. The
genetic operations are repeated until the initial-
ized generation size is achieved or a route with
a minimum T value is found.

The route selection in ARGAQ method is
based on T value, which is the ratio of DT with
TSR. T is used as a fitness function to evaluate
the selected individuals (routes). By minimiz-
ing the T value, the DT value is minimized and
the TSR value is maximized. This means that
a packet from node A to node H is transmit-
ted with a small delay and a high transmission
success rate.

We intent to use the proposed method for
small scale networks. For large scale networks,
we have implemented a distributed routing ar-
chitecture based on cooperative agents8). In
this architecture, the ARGAQ method will be
used for intra-domain routing.

5. Simulation Results

In this paper, we carried out many simula-
tions for different kinds of networks with dif-
ferent number of nodes, routes and branches
as shown in Table 1. We implemented a new

Table 1 Number of nodes, routes and branches.

Nodes 20 30 35
Routes 725 11375 23076

Branches 33 85 246

 1      2      3     4      5      6      7     8      9     10   11    12    13   14    15

10

20
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40
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Rank

Generation Number

GLBRQ ARGAQ

Fig. 13 Performance behavior of ARGAQ and
GLBRQ methods.

routing algorithm based on GLBR method with
two QoS parameters and called this method
GLBRQ method. By simulations, we compare
the results of ARGAQ method with GLBRQ
and ARGA methods.

First, we set in a random way the DT and
TSR in each link of the network. Next, we cal-
culate the value T, which is the ratio of DT with
TSR. This value is used to measure the individ-
ual fitness. For simulations, we consider that
a congestion state happens in a communication
link, and we investigate the speed at which each
algorithm finds a new route. The genetic oper-
ations are repeated until a route with a small T
value is found or the initialized generation size
is achieved. For the sake of comparison, we use
the same parameters and the population size is
selected the same.

Performance behavior of ARGAQ and
GLBRQ methods for a network with 20 nodes
is shown in Fig. 13. This figure shows the rank
versus the generation number. The rank is de-
cided based on the value of fitness function T.
When the rank is low the fitness value is low.
This means that the selected route has a low
delay and a high transmission rate. The av-
erage rank value of ARGAQ method is lower
than average rank value of GLBRQ method
for the same generation number. This shows
that GLBRQ method needs more genetic oper-
ations to find a feasible route. Therefore, the
search efficiency of ARGAQ method is better
than GLBRQ method.

In Table 2 are shown the simulation results
for the time needed for one generation. The
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Table 2 Time needed for one generation (ms).

Nodes Method Average Max Min
20 GLBRQ 75.98 350 *

ARGAQ 4.80 20 *
30 GLBRQ 82.57 410 *

ARGAQ 6.41 30 *
35 GLBRQ 89.61 400 *

ARGAQ 12.99 50 *

Table 3 Performance for different parameters.

Nodes Method Rank Gen Fail Ref
20 GLBRQ 5.50 33.50 6 54.32

ARGAQ 5.62 8.00 0 26.30
30 GLBRQ 8.80 69.94 14 123.12

ARGAQ 6.44 53.30 8 100.94
35 GLBRQ 6.12 55.52 6 103.84

ARGAQ 5.38 28.72 0 65.62

Table 4 Comparison between ARGAQ and ARGA
methods.

Method TA DA TSRA GSA GOTA
ARGAQ 4.47 10.52 9.36 9.00 85.78
ARGA — 4.66 70.60 8.33 69.04

ARGAQ method is faster than GLBRQ method
for all kinds of networks. This is because the
ARGAQ method has a better gene coding than
GLBRQ method.

In Table 3, the Rank, Gen, Fail and Ref have
the following meaning: Rank — the average
rank to find a new route; Gen — the average
number of generations to find a new route; Fail
— the rate that a new route was not found (%);
Ref — the average number of individuals refer-
eed in one simulation. Considering the results
in Table 3, the ARGAQ can find a new route
by using less generations than GLBRQ method.
This means that the search efficiency of AR-
GAQ method is better than GLBRQ method.
For the network with 30 nodes, the failure for
GLBRQ method was about 14%. In the case
of networks with 30 and 35 nodes, the algo-
rithms sometime did not find a new route, but
the failure rate for the network with 30 nodes
is about 2 times more than the network with 35
nodes. This shows that by increasing the net-
work scale the ARGAQ method shows better
behavior than GLBRQ method.

In Table 4, we show the simulation results of
ARGAQ and ARGA methods. The TA means
the average rank value of T parameter, DA
means the average rank value of delay, TSRA
means the average rank value of TSR param-
eter, GSA means the average value of gener-

ation number, and GOTA means the average
value of genetic processing time. The genetic
operations processing time of ARGA method is
better than ARGAQ method. However, the dif-
ference is very small (see parameter GOTA). In
the case of ARGAQ method, when two QoS pa-
rameters are used, both DA and TSRA values
are optimized. However, in the case of ARGA
method only one QoS parameter is used. Thus,
only DA value is optimized, the TSRA value
is large. Therefore, the selected route is bet-
ter from the QoS point of view when we use
two QoS parameters than using only one QoS
parameter.

6. Conclusions

In this paper, we proposed a new QoS rout-
ing approach for multimedia applications us-
ing GA. The performance evaluation via sim-
ulations shows that the proposed method has
better behavior than GLBRQ method. From
the simulation results, we conclude:
• ARGAQ method has a faster response time

compared with GLBRQ method;
• ARGAQ method has simple genetic opera-

tions;
• ARGAQ method can support two QoS pa-

rameters;
• ARGAQ method can find better QoS

routes than ARGA method.
In the future, we would like to extend our

study by implementing the proposed method
in a parallel GA in order to find routes which
satisfy more than two QoS parameters.
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