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Technical Note

Unsupervised Rough Segmentation of Natural Images

Containing Man-Made Objects

Xiaoyan Dai,† Yukinori Suzuki† and Junji Maeda†

We present a method of unsupervised rough segmentation for natural images containing
man-made objects that uses a proposed texture feature extraction and a hierarchical seg-
mentation algorithm. We use Statistical Geometrical Features (SGF ) as texture descriptors
and propose to obtain uniform texture features and good boundary features to incorporate
anisotropic diffusion. The segmentation is performed by using three processes: hierarchical
splitting, agglomerative merging and pixelwise classification. Experimental results demon-
strate the effectiveness of the proposed technique in obtaining rough segmentation.

1. Introduction

Unsupervised rough segmentation of natural
images containing man-made objects is a chal-
lenging problem to obtain segmentation that
represents each main object or meaningful part
of an object by one region respectively with-
out paying much attention to region interiors.
The segmentation should possess these neces-
sary properties: Segmented regions should be
uniform, region interiors should not contain a
large number of small holes and boundaries
of each region should be spatially accurate1).
Therefore, an effective segmentation method
based on a set of texture features having good
discriminating capability is essential.

Among the existing unsupervised texture seg-
mentation methods2)∼4), Ojala and Pietikäinen
present a hierarchical segmentation algorithm5)

that uses local binary pattern and contrast
(LBP/C) features as texture measures and per-
forms segmentation in hierarchical splitting, ag-
glomerative merging and pixelwise classifica-
tion. Though the method performs well for the
segmentation of texture mosaics, it is not suit-
able for the segmentation of natural images con-
taining man-made objects. Such natural images
usually contain small pictorial texture patterns
and strong boundaries, which make it necessary
to set a small minimum block for segmentation
to avoid the errors occurring during each stage
of processing. However, it is difficult to use a
minimum block size smaller than 16 due to the
unstable histogram distribution of LBP/C.

This paper presents unsupervised rough seg-
mentation of natural images containing man-
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made objects based on the algorithm by Ojala
and Pietikäinen. We propose to use the Statis-
tical Geometrical Features (SGF )6) extracted
from an original image and those from a pre-
processed image because the SGF can easily
discriminate various types of textures. Though
it is desirable to use a small window for the
SGF to obtain good boundary features, it is
difficult to obtain uniform texture features us-
ing a small window. We propose to incorporate
an edge-preserving smoothing preprocess using
anisotropic diffusion7) to reduce the statistical
variation and to obtain smooth texture features
when calculated with a small window. We then
apply a feature reduction technique8) to reduce
the dimension of the features. The adoption of
the SGF makes it possible to set a small mini-
mum block of 4 in the segmentation algorithm,
which solves the problem of the algorithm by
Ojala and Pietikäinen.

2. Texture Feature Extraction

2.1 Statistical Geometrical Features
The extraction of the SGF starts by thresh-

olding a textured image into a number of binary
planes. Then for each binary image, the num-
ber of connected 1-valued regions and that of
0-valued regions give two geometrical measures
and two irregularity measures. Each of these
four measures is further characterized by the
maximum value, the average value, the sample
mean and the sample standard deviation, allow-
ing 16 feature measures for a textured image to
be obtained. A sliding overlapping window is
used for calculating the SGF of each pixel of a
textured image.

Same as all other texture descriptors, the
SGF suffer from the dilemma of the window
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size: a large window is desirable to obtain uni-
form texture features, but a small window is
necessary to obtain accurate boundary features.
Since a small window is preferable for the seg-
mentation of natural images containing man-
made objects, we decided to use a small win-
dow and to solve the dilemma by employing an
image-smoothing preprocess.

2.2 Proposed Feature Extraction
We incorporate an anisotropic diffusion pre-

process to perform image smoothing without
blurring boundaries. Though we prefer to use a
small window for the SGF calculation to obtain
good boundary features, it will cause the high
statistical variation of texture features. There-
fore, we utilize this preprocess to reduce the sta-
tistical variation of texture features when cal-
culated with a small window.

Perona and Malik7) proposed an edge-
preserving smoothing algorithm to diffuse an
image I(x, y, 0) with time by the following
anisotropic diffusion equation:

∂I(x, y, t)
∂t

= c(x, y, t)�I(x, y, t)

+ ∇c(x, y, t)∇I(x, y, t), (1)

where � and ∇ are the Laplacian and the
gradient operators, respectively, and c(x, y, t)
denotes the diffusion conductance coefficient
which is proposed to be the function of the mag-
nitude of the intensity gradient. Since this pre-
process maintains the boundaries well and de-
creases the statistical variation of the textured
regions, we adopt it to obtain uniform texture
features from the preprocessed image even with
a small window.

Though the features composed of the SGF
calculated from the original image and those
from the preprocessed image retain a large
amount of information for segmentation, the
32-dimensional features in total will unavoid-
ably bring about some redundancy and inaccu-
racy. Therefore, we adopt the Karhunen-Loève
Transformation (KLT )8) for feature reduction
as follows:

Stt = λt, (2)

where St is the total scatter matrix of N -
dimensional SGF feature vectors of all pixels,
λ is the eigenvalue matrix and t is the eigenvec-
tor matrix. The feature vector with a reduced
dimension of each pixel V is next obtained by

Fig. 1 Block diagram of the segmentation procedure.

V = tT U, (3)

where U is the N -dimensional feature vector
and tT are the eigenvector matrix correspond-
ing to the M largest eigenvalues. The M -
dimensional features are then used for segmen-
tation. We can reduce the dimension of fea-
tures from N = 32 to M = 4 since the cu-
mulative contribution of 4 largest eigenvalues
reaches 96%.

3. Segmentation Algorithm

The hierarchical segmentation procedure is
shown in Fig. 1. First, the anisotropic diffu-
sion preprocess is applied to obtain an edge-
preserving smoothed image. Second, the SGF
of the original image and those of the smoothed
image are obtained using a 3 × 3 window and
then feature reduction is performed to extract
features for segmentation. Next, the segmen-
tation is executed. In the following, we will
demonstrate the progress of the segmentation
algorithm on a 256 × 256 natural scene com-
posed of the sky, mountains covered with snow,
mountains with sunshine, mountains without
sunshine (a dark region) and a desert as shown
in Fig. 2 (a).

Hierarchical splitting in Fig. 1 is performed
to divide the image into regions of different
size. The image is first divided into rectangular
blocks of size Smax. Then the uniformity of its
four subblocks based on the Euclidean distance
is tested. If the ratio of the largest distance to
the smallest one is higher than a predetermined
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Fig. 2 Segmentation of a natural image. (a) original
image, (b) result of hierarchical splitting, (c)
result of agglomerative merging, (d) result of
pixelwise classification.

threshold X, the block is regarded as nonuni-
form and is divided into four subblocks. The
process is performed on all the subblocks until
the minimum block size Smin is reached. The
result is shown in Fig. 2 (b). Here Smax = 64,
Smin = 4 and X = 2.

Agglomerative merging in Fig. 1 is then ex-
ecuted to merge most similar adjacent regions
globally. The process will merge two adjacent
segments with the largest merger importance
among all possible mergers for each merge until
the ratio of the merger importance for the cur-
rent best merger to the smallest merger impor-
tance of all preceding mergers exceeds a thresh-
old Y . Y can be interpreted as the scale of dis-
tinct texture regions we want to discriminate.
We set Y = 2 to obtain rough segmentation
shown in Fig. 2 (c).

Pixelwise classification in Fig. 1 is finally per-
formed to improve boundary localization. If an
image pixel is on the boundary of different tex-
tures, a discrete disc is placed on it and the Eu-
clidean distance between the disc and its neigh-
boring regions is calculated individually. The
pixel will be relabeled if its label is different
from that of the most similar neighboring re-
gion. The process is continued until no pixels
are relabeled. The final segmentation shown in
Fig. 2 (d) represents that the approach well di-

(a) (b)

(c) (d)

Fig. 3 Segmentation results. (a) original image, (b)
result of the proposed method, (c) result using
the features extracted from the original image
alone, (d) result of the conventional algorithm.

vides the natural image into five homogeneous
regions.

4. Experimental Results

The parameters of the proposed method are
Smax = 64, Smin = 4, X = 2 and those
of the conventional algorithm by Ojala and
Pietikäinen are Smax = 64, Smin = 16 and
X = 1.2. We set Y differently according to
different images to obtain rough segmentation.

Figure 3 (a) is a 256 × 256 natural image
composed of the sky, trees and a man-made
house. Figure 3 (b) is the segmentation result of
the proposed method. The result shows rough
segmentation in which the trees are well main-
tained as a complete region, the segmented re-
gions are uniform and the boundaries of each
region, such as windows, roofs and walls, are
spatially accurate. Figure 3 (c) is the segmen-
tation result using the features extracted from
the original image alone. The figure shows
that the trees are divided into several parts,
some important boundaries of the trees are lost
and some shadows are kept as a separate re-
gion. The comparison verifies the effectiveness
of the proposed feature extraction. Figure 3 (d)
is the result of the conventional segmentation
algorithm. Though each region approximates
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Fig. 4 Segmentation results. (a) original image, (b)
result of the proposed method, (c) result using
the features extracted from the original image
alone, (d) result of the conventional algorithm.

each object, the boundaries are spatially inac-
curate. Though there is no criterion to evaluate
rough segmentation, the experiment shows the
effectiveness of the proposed method in obtain-
ing rough segmentation corresponding well with
the human visual system. We take Y = 1.5 in
our algorithm and Y = 1.1 in the conventional
algorithm.

Another 256 × 256 natural scene containing
a man-made object is shown in Fig. 4 (a) that
consists of the sky, a forest, a house, a yard and
grass. The proposed method represents a sat-
isfactory rough segmentation result as shown
in Fig. 4 (b) in which the sky, the forest, the
yard and the grass are well maintained as sep-
arate regions. Figure 4 (c) is the result using
the features extracted from the original image
alone. There are several holes within the region
of the yard and part of the trees in the lower
left of the image are regarded as a region of the
grass. The result of the conventional segmenta-
tion algorithm shown in Fig. 4 (d) fails to main-
tain accurate boundaries though the yard and
the grass are maintained as separate regions.
We set Y = 1.7 in our algorithm and Y = 1.2
in the conventional algorithm.

5. Conclusions

In this paper we have proposed unsupervised
rough segmentation for natural images contain-
ing man-made objects. We proposed a texture
feature extraction using the SGF to obtain uni-
form texture features and good boundary fea-
tures. The SGF of the original image and
those of the edge-preserving smoothed image
obtained from an anisotropic diffusion are cal-
culated and used in a hierarchical segmentation
algorithm after a feature reduction technique.
A small minimum block size of 4 has been used
which is suitable for the segmentation of natural
images. The experiments have demonstrated
that the proposed method provides promising
results for rough segmentation of natural im-
ages containing man-made objects, which cor-
responds well with the human visual system.
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