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We present a service initiation and migration system for real-time communication services
in a ubiquitous networking environment. The key concepts are (1) the isolation of a few
functions as common components with SIP protocol from real-time applications, (2) the in-
corporation of service migration into service initiation so that users can change resources at
any time during communication, and (3) service negotiation which enables all user requests
and situations to be reflected in the service. Therefore, users can enjoy real-time communica-
tion even when they face resource heterogeneity and changeable situations in the ubiquitous
networking environment. The implementation of this system and the experimental results are
also described, which demonstrate that users can switch devices and applications seamlessly
without terminating the session.

1. Introduction

The rapid spread of always-on connections
such as ADSL (Asymmetric Digital Subscriber
Line) and FTTH (Fiber to the Home) has
increased the expectations and demands for
real-time applications such as voice phone, TV
phone, and instant messengers. Demand will
be further accelerated by the development and
spread of mobile communication environments
including cheap, high-speed wireless LAN or 3G
cellular phones.

At the same time, following up on the ubiq-
uity and heterogeneity of networked resources
such as devices and applications, the next-
generation networking environment, often re-
ferred to as a ubiquitous networking environ-
ment, has just started to emerge. In this envi-
ronment, ubiquity enables a user to enjoy var-
ious services on the network anytime and any-
where. On the other hand, owing to heterogene-
ity, the user must select from among many suit-
able resources according to the situation. These
resources that were selected by the user might
no longer remain optimal as the surrounding
situation changes. It is therefore preferable for
both service initiation and migration to be pro-
vided in an integrated approach for a future
ubiquitous networking environment.

As for service initiation, SIP (Session Initia-
tion Protocol) 1) is a major protocol standard-
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ized by IETF. With the protocols in the se-
quential drafts 2),3), SIP provides a service on
which users’ preferences are reflected having the
benefit of SIP proxy. However, it is impracti-
cal to store and manage all information about
users’ devices in an intensive fashion because
they may belong to different management do-
mains. Additionally, the policy or preference
information in the server is rather static be-
cause we have no precise, low cost way of de-
termining a user’s changeable context.

To achieve service migration, call transfer
functions such as the SIP Refer method 4) en-
able users to switch devices. However, since
handoffs must be executed one by one, it takes
time and effort if, for example, both users want
to change their devices simultaneously. In the
ubiquitous networking environment where si-
multaneous handoffs often occur, this wasteful
procedure (SIP Refer method) causes, in the
worst case, handoff failures. Consider a sce-
nario where two users talking on their PDAs
by voice phone would like to change to a TV
phone on their PCs. In that case, the SIP Refer
method will not provide a simultaneous hand-
off. These two users therefore have no other re-
course but to restart their conversation on the
TV phones by PC after terminating communi-
cation on the PDAs. This is necessary because
communication between a voice phone (PDA)
and a TV phone (PC) is impossible.

In this paper, we propose a service initiation
and migration system that achieves a service
configuration reflecting both the user situations
and preferences, and simultaneous handoff be-
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tween devices for real-time communication ser-
vices. The rest of this paper is organized as
follows. Section 2 describes a sample scenario
for a real-time communication service followed
by the requirements and the design policy of
our proposal. Section 3 describes the service
initiation and migration system, and Section 4
describes its implementation and performance
evaluation. Section 5 describes related studies.
Finally, in Section 6 we offer our conclusions.

2. Requirements and Design Policy

This paper aims at achieving real-time com-
munication services. A practical example of a
service scenario is shown as follows (see Fig. 1).

Alice is watching television in the living room
in her house and wants to talk with Bob. There
are two devices at her disposal. One is a mo-
bile device such as a cellular phone or handheld
PDA for making voice phone calls. The other is
a desktop PC that is equipped with a TV phone
as well as a voice phone. Alice wants to talk to
Bob on the TV phone so she makes a call with
a service list stating that here primary choice is
the TV phone and her secondary choice is voice
phone on her mobile device. When Bob receives
the incoming call from Alice, the service list ap-
pears on his mobile device. He chooses voice
phone since he is not at home. This starts the
mobile device’s voice phone application. Bob
walks home while talking to Alice. Since he also
has a desktop PC with a TV phone, as soon as
he arrives home, he transmits a service list over
his mobile device stating that his first choice de-
vice is now the TV phone. Alice receives this list
and presses the “migration” button on her PDA
while moving to her PC. Their telephone call
immediately shifts to the TV phone using PCs,
and they can continue their conversation...

Requirements for the service initiation and
migration system based on the above scenario
are shown in the following subsection.

Fig. 1 An example of a service scenario.

2.1 Requirements
In the service scenario, Alice and Bob con-

tinue real-time communication while switching
devices and applications according to their situ-
ation. The requirements for achieving this ser-
vice are described below in terms of resource
heterogeneity and ubiquity.
[Req.1]Making a call using a preferable device

At the beginning of the real-time communi-
cation service, the callee’s present situation
must be predicted accurately in order to se-
lect appropriate resources for connection to
the callee. If the wrong resources are se-
lected, it will be impossible to even setup a
connection. However, this complicated se-
lection operation is too large a burden to
impose on the user, especially in the ubiq-
uitous networking environment. Therefore,
the outgoing call must be made simply, us-
ing the most appropriate device from the
caller’s point of view.

[Req.2]Consideration of both users’ situations
In the ubiquitous networking environment,
a user usually has two or more means
for real-time communication. However not
all of these resources will meet the user’s
needs. These resources will instead be lim-
ited according to the situation in which
the user wants to make use of the service.
Therefore, all user requests need to be re-
flected as much as possible when determin-
ing the method for performing a service,
which is referred to as the service configu-
ration in this paper.

[Req.3]Dynamic and flexible resource handoff
Even though the service begins by using the
resources that meet Req.2, those resources
do not necessarily remain optimal until the
end of the service. In the ubiquitous net-
working environment, dynamic changes in
the user situation occur frequently during
a service. Restarting the service with new
resources after having terminated the on-
going service is inefficient. The user must
therefore migrate to new resources that are
more suited to the current situation with-
out breaking off the real-time communica-
tion service. To provide flexible commu-
nication service, simultaneous handoff of
both users must also be considered.

2.2 Design policy
2.2.1 Overview
This subsection discusses our design policy to
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meet the above requirements.
Connectivity to a callee

In the ubiquitous networking environment,
various applications on heterogeneous devices
are available to the user. To meet Req.1, it
must be possible to establish communication
with a callee from an arbitrary device selected
by the caller. Either of the following two ap-
proaches may be used.
[Approach 1-a] Users register their policy

and/or preference with the policy server in
the network. The registered information is
referred to when an incoming call occurs.
The call is directed to the appropriate de-
vice according to the callee’s information
after being appropriately translated, if nec-
essary.

[Approach 1-b] The same real-time applica-
tion is installed into all user devices so
that two arbitrary devices can be connected
with each other.
Approach 1-a has two problems. Firstly,

since all the user resources might not belong to
the same domain, complex coordination is re-
quired between multiple servers. Secondly, al-
though the user context may change dynami-
cally, it is difficult to precisely define the users’
present situation at a low cost. Therefore, in-
coming calls are routed only according to fixed
rules configured in advance in the server.

Approach 1-b also has a problem. If these
all devices have a common real-time applica-
tion using a platform like Java 5), then Req.1
is technically satisfied because all devices can
communicate with each other. However, it is
difficult to develop and spread a uniform ap-
plication for all devices that might range from
low function mobile phones or PDAs to high
performance PCs.

In this paper, we adopted approach 1-b’, a
modification of approach 1-b which aims to con-
sider resource ubiquity and heterogeneity. Ap-
proach 1-b’ separates connection setup and ses-
sion management functions from real-time ap-
plications. This is a different approach from
current applications where the connection setup
and session management functions are not sep-
arated. This approach enables the suitable de-
velopment of applications for devices with dif-
ferent capabilities, and dynamic switching us-
ing session information. On the other hand, the
connection setup function must be installed
as a common function in all the devices.

Servers are still required even in approach

1-b’ for locating the callee in the connection
setup. In this paper, we assume that all users
have a mobile device such as a PDA or a cel-
lular phone, and that only that device is reg-
istered with the server to receive calls, rather
than all other devices in the user environment.
This restriction can reduce the load on both
the network and the server. Note that the de-
vice by which a callee actually starts a real-
time communication service is not necessarily
the registered one since the user can switch to
another device even during service initiation as
described later.
Service negotiation

To meet Req.2, the service configuration
must be determined between the users. There
are two approaches to deciding the configura-
tion.
[Approach 2-a] Service configuration is de-

termined by the network server executing
a matching process for the end users’ avail-
able resources.

[Approach 2-b] The service configuration is
determined by the exchange of resource
candidate information between the end
users.
Approach 2-a suffers from the same prob-

lems as approach 1-a. Therefore, we adopted
approach 2-b, and service negotiation consists
of exchanging requests containing information
about the service configuration candidates. The
service negotiation function must be in-
stalled in all the devices because service ne-
gotiation occurs whenever users initiate or mi-
grate service. To execute service negotiation,
the resource management function is re-
quired. This function allows the user to iden-
tify the available resources and make a service
list of service configuration candidates in order
of priority.
Resource Handoff

To meet Req.3, a function must be pro-
vided that executes the resource handoff in ac-
cordance with the service negotiation results.
It must also be possible to execute a resource
handoff during service initiation because the
callee might want to change his device in re-
sponse to the service negotiation. In our sys-
tem, the devices involved in resource handoff
directly communicate with each other instead
of communicating through a server. This is
because the sequence using a server becomes
complicated especially in the case of simulta-
neous handoffs where many resources interact



Vol. 45 No. 12 Service Initiation and Migration for Real-time Communication Services 2633

with each other. The end-to-end signaling ap-
proach can therefore prevent the handoff delay
from increasing by reducing the required inter-
action.

Before starting resource handoff, the user
devices must exchange information regarding
the new connection points (i.e., IP address),
and an application in the new devices must be
activated. Therefore, the resource handoff
function is also installed into all the devices.

2.2.2 Incorporating Service Migration
into Service Initiation

Figure 2 shows service initiation and migra-
tion throughout the entire service flow. Ser-
vice initiation is divided into three phases: a
connection setup phase, a service negotiation
phase, and a resource handoff phase. This im-
plies that service initiation includes the service
migration operation, which is sub-divided into
service negotiation phase and resource hand-
off phase. This process is what allows a user
to switch devices even during service initiation.
For example, a user making a call by mobile
phone can immediately select and start a TV
phone on his PC. The service initiation subdi-
vision makes the service migration mechanism
reusable and at the same time provides flexible
service migration for the users.

It is also essential that the protocol used
by the common component does not impose a
heavy load on a device, and that it can be easily
ported for various platforms. This is essential
because there are many types of devices rang-
ing from low function mobile phones or PDAs
to high performance PCs, and there are also
many operating systems for them. We there-
fore adopted SIP 1) as the common component.
Here, SIP is a text-based, lightweight protocol
like HTTP (Hyper Text Transfer Protocol) 6).
In addition to session initiation, SIP is suitable
for service negotiation in which text-based mes-
sages are exchanged since it can be easily im-
plemented by using the INFO method 7) after
establishing a session. SIP also provides great
versatility since it is a protocol standardized in

Fig. 2 Service initiation and migration.

IETF, it is implemented for various operating
systems, and it is broadly used in current ap-
plications such as VoIP.

2.3 Function Components
Figure 3 shows the function components

on a device and the interaction between them
based on the descriptions in Sections 2.2.1 and
2.2.2. Each device has a common component
including a Service Manager with a SIP stack,
a Resource Manager, and a Telephony Service
providing GUI (Graphical User Interface) for
resource handoffs. These also have various real-
time applications.

The Service Manager is the main function of
the common component. It is composed of the
following functions: a connection setup func-
tion, a service negotiation function, and a re-
source handoff function. These functions use
SIP protocol. Therefore, they are integrated
into one common module, referred to as the
Service Manager. Each component in a device
can communicate with each other through the
Service Manager.

The Resource Manager has a resource man-
agement function. It stores resource informa-
tion within the device, and collects the infor-
mation from those devices available to the user.
It also informs the Service Manager of resource
information when receiving a request.

In addition to previous common components,
it is necessary to include a function for inter-
action with the user. The Telephony Service
provides a GUI that allows the user to make or
terminate calls, and which also creates a service
list.

Separation of real-time applications and the
session management function requires applica-
tions to be modified for the system as described
below.
• The Service Manager must be able to find

a way of starting and terminating the ap-
plication and necessary parameters.

Fig. 3 Function components on each device.
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• The Service Manager must be able to start
and terminate the application.

• The Service Manager must be able to ex-
port and import state information from and
to the application to resume it, if necessary.

To meet the first requirement listed above, the
application must prepare an information file
which describes the execution path for the ap-
plication with arguments or terminate com-
mands. Although our system requires some
modification to the application, the Service
Manager is common to all applications, which
enables them to be switched.

3. Service Initiation and Migration for
Real-time Communication Services

3.1 Resource Management
The user must identify available resources be-

fore which equipment is most suitable for per-
forming the services. Service discovery and
management schemes are therefore necessary.
In our system, each device manages its own re-
sources, so there are no central servers. This
is important because intensive management in
a central server creates high loads both on the
network and on the server. Another reason is
that service migration occurs between resources
that are close to and can be found directly from
each other. In the device discovery scheme, we
impose no restrictions as long as the required
information can be gathered, for example, in
peer-to-peer communication via Bluetooth 8) or
ZigBee 9). We therefore focus especially on the
resource management below.

The Resource Manager stores resource in-
formation in a format compatible with UPnP
(Universal Plug and Play). The information
description is divided into two types: de-
vice information and application information.
These are described in XML (eXtended Markup
Language) and have a hierarchical relation as
shown in Fig. 4.

The device information sheet describes iden-
tification (ID) information, hardware (HW) in-
formation and application information. ID in-
formation includes items such as the given name
of the device, a device type for easy identifi-
cation (such as “PDA”, “desktop PC”, “cel-
lular phone”, etc.), and a current IP address.
HW information includes the CPU, memory
size, screen resolution, I/O devices, and other
data. A new category of information can be
easily added to both the ID information and
the HW information by defining a new XML

Fig. 4 Resource description in XML.

tag. The application list includes an application
category, application ID at the device, and the
file name of the application information sheets.
In this paper, the application category is set
to “real-time application”. Ideally, those appli-
cations belonging to the same category can be
changed continuously.

Application information sheets are created
for each application. They describe an applica-
tion type (such as “TV phone”, “voice phone”,
“messaging”, etc.), a program path and ar-
guments for activation, media codec, applica-
tion and other parameters. Application pro-
duction information including the manufacturer
and name is also necessary to uniquely identify
an application in service negotiation between
the users. In addition to the above, new types
of information can also be added easily to the
application information sheet.

As described in Section 2.3, the Service Man-
ager must refer to the application information
all the time. For example, when it starts an
application, the application execution path and
some arguments are required. Therefore, the
device information sheet must be updated so
that the Service Manager can find the correct
file name corresponding to the application in-
formation sheets. However, it is too large a
burden for a user to revise the device infor-
mation sheet every time a new application is
installed. In the system, it is automatically im-
ported to or deleted from the device informa-
tion sheet whenever the application is installed
or uninstalled. This automation alleviates the
user’s configuration load.

3.2 Connection Setup
In the proposed system, both end users’ de-

vices are connected with each other during the
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Fig. 5 Connection setup.

connection setup phase. However, no applica-
tion media packets are exchanged at that time.
Exchange starts after the service negotiation
has determined the service configuration. This
implies that the connection established by con-
nection setup function will be used as a signal-
ing channel for service negotiation.

Figure 5 shows the connection setup se-
quence using SIP. In addition, each device reg-
isters its current location with a registrar (not
shown in Fig. 5) the same as typical applica-
tions with SIP. However, it is important to
note once again that the system only makes a
portable device issue a registration packet in
order to reduce the load on the network and
registrar.

Firstly, Alice sends an INVITE request to a
local SIP Proxy A via an arbitrary device (A1
in the figure). This request is forwarded to
B1 through the SIP proxy B. Here, B1 (Bob’s
portable device) alerts him to the incoming call
from Alice so that he can decide whether to an-
swer the call. If he answers the phone, an OK
response is transferred to A1 through Proxy B
and Proxy A. After receiving the response, A1
sends an acknowledgement message, ACK, to
B1 to confirm its receipt.

In our system, the SDP (Session Description
Protocol) 10) media description which, in typi-
cal SIP applications, determines the media type
is not attached to INVITE requests or OK re-
sponses because it still has not been determined
which application to use. The Context-Length
field in the INVITE request and OK response
are set to 0 in the connection setup.

Standard SIP applications determine several
parameters for communication within the con-
nection setup. Therefore, users can start to
communicate instantly after exchanging param-
eters. Our method, on the other hand, has
several extra procedures including service ne-
gotiation which must be completed before the

exchange of application data can start. How-
ever, the service negotiation system enables
both users to select and change resources even
during service initiation. In addition, simulta-
neous resource handoff can be achieved by ser-
vice negotiation while it is difficult to achieve
with SIP REFER method as mentioned in Sec-
tion 1.

3.3 Service Negotiation
The service configuration is determined by

service negotiation. Service negotiation is made
up of three phases: a service list creation phase,
a configuration negotiation phase, and a service
information exchange phase.

A service list created by a user using the
Telephony Service includes candidates for ser-
vice configuration in order of priority. (Tele-
phony Service is illustrated in more detail in
Section 4.1). For each candidate, application
production information and the application’s
name are listed, enabling the application to be
identified by both the users. Parameter candi-
dates for execution are also included. To make
a service list, resource information is collected
by the Resource Manager on the current device.
When making a call, a service list is needed
to determine the service configuration. Alice
makes an actual list before making her call in
Fig. 5. As soon as the connection is setup, the
configuration negotiation is executed based on
this service list.

Once the communication service begins, both
users can initiate service negotiation at any
time. Note that there is no difference between
these negotiation sequences. In the following,
we make Alice the initiator of the service nego-
tiation for the sake of simplicity.

The configuration negotiation is based on
an offer/answer or offer/re-offer/answer model
similar to the exchange of SDP messages. Fig-
ure 6 shows the sequence of configuration nego-
tiation and exchange of information for resource
handoff. In our system, configuration negoti-
ation is limited to a three-phase exchange to
prevent endless continuation.

Arriving at Bob’s device, the service list is
displayed to him. He chooses one item from
the list (Case 1), terminates the negotiation
(Case 2), or makes his own service list (Case
3, Case 4). For example, Case 1 occurs when
Bob prefers a configuration item described in
the list provided by Alice. The other cases
occur when there are no configurations meet-
ing Bob’s needs, or when Bob has no resources
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Fig. 6 Service negotiation.

available to meet the provided configurations.
In Case 3 and Case 4, Bob creates and sends
back a new service list that does not include
the service configuration previously presented
by Alice. Alice then has two alternatives. One
alternative is to choose one service from the list
as Bob did in Case 1 (Case 3). The other is to
terminate the negotiation as Bob did in Case 2
(Case 4). As described above, Alice does not
re-create a new service list.

The service list includes the application pro-
duction information and application informa-
tion such as available video and voice codec
lists. When the correspondent user decides on a
service, that user must designate the selectable
items (e.g., video and voice codec), as is the
case with an exchange of SDP messages.

When the service configuration is fixed, the
information required for the resource handoff is
exchanged. This information includes the IP
address of the new device and port numbers if
necessary. Exchanging service lists and infor-
mation for the resource handoff is conducted
by the INFO method in SIP.

Before the Service Manager offers a service
list to a user through the Telephony Service,
information about the availability of surround-
ing devices is obtained from Resource Manager.
Therefore, the service list configured and sent
by a user reflects her situation and needs. As

Fig. 7 Resource handoff.

the same process is executed at the received
user side, both users’ situation and needs can
be reflected in the actual service configuration.

In the case of conventional SIP applications,
negotiation with the SDP determines several
parameters used in the given application. In
our system with service negotiation, users can
determine which application will be executed
and which device will be used. This is en-
abled by the interaction between Service Man-
ager and Resource Manager.

3.4 Resource Handoff
Figure 7 illustrates the sequence in resource

handoff between devices and applications that
follows the service negotiation presented in
Fig. 6. Session information, including the ses-
sion status established by connection setup, and
the correspondent’s information including the
new IP address, port number, and application
parameters, are transferred from the old device
to the new device of each user. New devices
activate the application according to the infor-
mation received. When the device is ready to
start communication, it notifies the correspon-
dents’ old devices. This message is exchanged
between each device in order to determine when
to start sending data packets from the new ap-
plication.

In the system, guard time is configured in
advance in the Service Manager. The Ser-
vice Manager terminates the current applica-
tion and cleans up session information after the
guard time has passed. The Service Manager
starts counting Guard Time when it receives
the packets denoting notification of readiness.
This enables users to communicate with each
other through the current applications until the
new application is prepared so that data pack-
ets between the users continue to flow during
resource handoff. This is referred to as a seam-
less resource handoff.
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Fig. 8 Screenshots of the Telephony Service on a
PDA.

4. Prototype Implementation

In this section, we present a prototype im-
plementation for using and evaluating service
migration performance. We implemented the
common component for the service initiation
and service migration system for PC and PDA.
Some applications were also developed as proof
of concept demonstrators.

4.1 Telephony Service
The Telephony Service is used when a user

makes, receives, and terminates a call, and cre-
ates and answers a service list. Figure 8 shows
two example screenshots of the Telephony Ser-
vice on a PDA. Figure 8 (a) illustrates the
GUI for creating a service list. Available re-
sources are displayed in the upper part of the
screen, and a user picks the preferable configu-
rations. Although resource information is col-
lected by the Resource Manager at regular in-
tervals, which can be configured by the user, the
user can manually renew this information by
pressing the “update” button. Since the Tele-
phony Service can store and process user pref-
erences and communication history, the service
list can be created automatically based on the
recorded data. The service list firstly displayed
in the lower part of the screen is made based on
the user personal communication history.

Figure 8 is a screenshot presented to a user
receiving a service list. Configuration items can
be ranked according to both the correspondent
and user preferences. If the receiving user wants
to create an alternative service list by himself
(Case 3 or Case 4 in Fig. 6), he can change to
the service list creation screen (Fig. 8 (a)) by
pressing the “Make a List” button.

4.2 Testbed Network and Scenarios
for Experimentation

As shown in Fig. 9, the experimental net-
work consists of two subnets separated by an
L3 switch, and each subnet has a SIP Proxy, a

Fig. 9 Testbed network.

PC, and a PDA connected to each other. The
devices have different operating systems: Linux
for the SIP Proxies, Windows XP Professional
for the PCs, and Windows Mobile 2003 for the
Pocket PC for PDAs. A user can enjoy voice
phone and instant messaging by PDA, as well as
TV phone using a PC. Users can even commu-
nicate between a PC and a PDA if they are us-
ing voice phone or instant messaging. SIP Prox-
ies and PCs have an Ethernet interface while
the PDA is connected by an IEEE 802.11b wire-
less LAN to the network. Location registrars
are combined with SIP Proxies in the environ-
ment. Users can initiate the real-time commu-
nication service via an arbitrary device and the
call always arrives at the PDA.

We adopted the following scenarios to mea-
sure the service migration period.
[Scenario 1] User A and User B are operat-

ing TV phones on PCs. They then change
to voice communication on PDAs.

[Scenario 2] User A and User B are operat-
ing TV phones on PCs. They change to
voice communication, User A continues to
use a PC while User B switches to a PDA.

4.3 Experimental results
We measured the time for service negotiation

and resource handoff for each scenario. We
adopted Case 1 in Fig. 6 as the service nego-
tiation in which the configuration negotiation
finished in two-phase exchange. Furthermore,
to eliminate the time needed for manual oper-
ation, creation of the service list was excluded
from the measurement and it was answered au-
tomatically.

Figure 10 illustrates the sequence in Sce-
nario 1. The service list contains application
candidates, each of which is composed of pa-
rameter candidates including application pro-
duction information and codec (1). A VoIP
application with PDA B is selected by User B
(automatically in the experiment), and the se-
lected application production information and
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Fig. 10 Sequence in Scenario 1.

codec are sent back to PC A (2). At this point,
as application and codec are finally determined,
PC A sends the final application name, IP ad-
dress and Port number of PDA A (3). The
received information and session information
are forwarded to PDA B (4), and PDA B ac-
tivates the application (5). Session information
includes state information established through
the SIP connection setup in order to distinguish
the session from other sessions. PC B sends
the IP address and Port number of PDA B
(6), which is forwarded to PDA A (7). Then,
PDA A activates the application (8).

When the VoIP application in PDA B is
ready, it notifies PC B, which is relayed to
PDA A through PC A (9-11). PDA A also
sends a notification packet to PC A, which is
similarly transferred to PDA B through PC B
(12-14). Each application starts to send data
packets when the notification packet is received
(11, 14). Data packets start to be sent when the
ready packet is received. In the experiment, the
guard time for terminating the old application
and deleting session information is set to 1s af-
ter receiving the notification packet.

Table 1 shows the average time calculated
from ten measurements. Service negotiation
starts when User A sends a service list and ends
when User A receives service information for
the resource handoff. Resource handoff starts
when a message is issued from any old device
to a new device and ends when voice communi-
cation packets are received by the new devices.
The total time shows the time between starting
service negotiation and finishing resource hand-
off. It is important to note that the total time

Table 1 Measurement results.

Service Resource
negotiation handoff Total

Scenario 1 245ms 313ms 518ms
Scenario 2 244ms 274ms 480ms

Fig. 11 Received data rate during service migration.

is different from the sum of the service negoti-
ation time and resource handoff time. This is
because the resource handoff operation actually
begins before service negotiation is completed
as illustrated in Fig. 10.

Both of the service negotiation times are al-
most equal because the negotiation operation is
exactly the same in the two scenarios. In con-
trast, the resource handoff time in Scenario 2 is
shorter than that in Scenario 1 by 39 ms. In the
experiment, User B’s old device starts resource
handoff before sending information for resource
handoff to User A’s old device (see Fig. 10).
User A’s old device can begin resource hand-
off only after receiving that information. As a
result, the length of the handoff period depends
on when User A’s new device is set up. In Sce-
nario 2, User A continues to use the PC and
there is no need to exchange messages between
devices. Consequently, the resource handoff in
Scenario 2 can finish within a shorter time, to
totally eliminate the handoff time.

Figure 11 shows data reception rates dur-
ing service migration for each user’s applica-
tion in Scenario 1. User A sends a service list
at 11.3 s, and service migration is finished at
11.8 s. Scenario 2 has trends similar to Fig. 11
and achieves a shorter service migration as de-
scribed above.

In the figure, it takes about 1 second from
starting the voice phone to terminating the TV
phone since we configured the guard time be-
fore quitting the TV phone in the experiment.
The measurement shows it takes about 500 ms
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for service migration. However, from the per-
spective of communication, Fig. 11 shows that
data packets continue to be exchanged between
User A and User B. Therefore, seamless re-
source handoff can be achieved during service
migration. As about 200 ms is necessary for ac-
tivating the voice phone application, the migra-
tion time can be further reduced by shortening
the start-up time.

5. Related Works

Our work is related to several research studies
and products. In this section, we discuss these
studies and products in terms of connectivity
and resource handoff.

5.1 Connectivity
Mobile IP 11) and Mobile IPv6 12) enable a

user to locate a correspondent node and to con-
tinue communicating even when their IP ad-
dresses are changed. However, they only sup-
port device mobility and it is difficult to switch
between devices or applications.

Instant messaging services such as ICQ 13)

and MSN Messenger 14) can keep a user con-
nected to a network. Though they achieve con-
tactability, they do not attempt to address ser-
vice migration without breaking the ongoing
session.

Universal Inbox 15), TOPS 16), MPA 17), and
EAPEC 18) also achieve contactability. Incom-
ing communication packets to a user are stored
or redirected to specific devices according to
user preferences and the situation. Our system
concept is similar to these in that the user is
regarded as a communication end-point. How-
ever, in these systems, only the callee’s pref-
erences are reflected in the service despite the
many resources surrounding the caller. Also,
resource handoffs are not provided during a ser-
vice since they assume a relatively stable envi-
ronment during the period of a service. Our
system differs on these points.

In reference 2), the caller’s preference can be
reflected in the service. However, the caller
cannot change his device during service initi-
ation even if he would like to use another one
to match the callee’s preference.

5.2 Resource Handoffs
Nahrstedt 19) and Kikuta 20) describe re-

source handoff schemes, but mainly for stream-
ing applications. In their system, resource
handoffs occur only on the user side because
the other side is a contents server. On the
other hand, our system aims to provide a real-

time communication service, enabling all the
users involved to choose suitable resources and
to change them seamlessly,

AMID 21) deals with resource handoffs, focus-
ing especially on the network interface and de-
vice heterogeneity. IPMoA 22) and Application-
layer mobility 23) also provides a way of chang-
ing devices in the middle of a session. Although
their end-to-end approach is similar to our sys-
tem, our system achieves simultaneous resource
handoff reflecting the requests of both users
through service negotiation. We believe that
simultaneous resource handoff should be sup-
ported in the ubiquitous networking environ-
ment.

Wang 24) addresses the problem occurring in
SIP simultaneous handoff by exchanging mem-
ber lists. However, since it assumes resource
uniformity as in typical SIP applications, it
does not deal with selection of suitable re-
sources.

Roam system 25) presents a seamless applica-
tion framework for heterogeneous devices on a
Java platform 5). It achieves migration of Java
applications even between a PC and a PDA by
using dynamic instantiation, offloading compu-
tation, and transformation functions. However,
since it requires considerable time to migrate,
it is difficult to apply to real-time applications.

Our system has the following features com-
pared to the works discussed above. Service
migration is incorporated into service initia-
tion, which enables a user to change resources
flexibly at anytime once a connection is setup.
An end-to-end service negotiation is also intro-
duced that allows all users to choose suitable
resources in service migration.

6. Conclusion

This paper showed a service initiation and
service migration system which aims to provide
a real-time communication service in the ubiq-
uitous networking environment. The key con-
cepts of this system are as follows:
( 1 ) We isolate a few functions for service

initiation and migration from applica-
tions as the common component, and in-
troduce SIP, a light-weight, wide-spread
protocol so that our system can be devel-
oped on various platforms.

( 2 ) We incorporate service migration into
service initiation so that the service mi-
gration function becomes reusable, and
also so that the user can change the re-
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source at any time once a connection is
setup.

( 3 ) Service negotiation enables all user re-
quests and situations to be reflected in
service configuration.

Experimental results show that it takes ap-
proximately 500 ms for service migration. This
is partly because processing the INFO method
during service negotiation and initiating an ap-
plication in new devices is not very fast. How-
ever, our system does provide users with seam-
less communication in terms of real-time com-
munication service.

The common component must be small in
terms of size to allow it to be mounted even in
small devices. In this implementation, the size
of the common component for the PDA is about
227 kB including DLL files for the SIP stack.
Just for reference, the KDDI Corporation’s up-
per size limit for applications for cellular phone
in commercial service is about 300 kB–600 kB.
Compared to this, the size of our implemen-
tation is relatively small but it is essential for
future projects to tackle.

Studies which will be necessary in the future
also include device discovery technology which
is outside the scope of this paper. In the ubiq-
uitous environment where there are plenty of
networked resources, this technology is increas-
ingly important from the perspective of energy
efficiency and security.
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