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Abstract: Despite the promise and benefits offered by 3D integration, testing remains a major obstacle that hinders
its widespread adoption. Test techniques and design-for-testability (DfT) solutions for 3D ICs are now being studied
in the research community, and experts in industry have identified a number of hard problems related to the lack of
probe access for wafers, test access in stacked dies, yield enhancement, and new defects arising from unique process-
ing steps. We describe a number of testing and DfT challenges, and present some of the solutions being advocated for
these challenges. Techniques highlighted in this paper include: (i) pre-bond testing of TSVs and die logic, including
probing and non-invasive test using DfT; (ii) post-bond testing and DfT innovations related to the optimization of die
wrappers, test scheduling, and access to dies and inter-die interconnects; (iii) interconnect testing in interposer-based
2.5D ICs; (iv) fault diagnosis and TSV repair; (v) cost modeling and test-flow selection.
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1. Introduction

To overcome the challenges introduced by technology scaling,
in particular long interconnects, the semiconductor industry has
recently started investigating 3D stacked ICs (3D ICs). By de-
signing circuits with more than one active device layer, large 2D
circuits can instead be created as 3D circuits with significantly
shorter interconnects. This not only leads to large reductions in
latency and power consumption, but also higher bandwidth and
circuits with a higher packing density and smaller footprint. Since
dies in a 3D stack can be manufactured separately, there are also
benefits to the heterogeneous integration of different technologies
into a single 3D stack.

In order to make 3D ICs commercially viable, new test solu-
tions are required to keep costs low. Compared to the testing
of 2D ICs, 3D ICs introduce many new challenges for testing.
Yield loss for each die in a 3D IC is compounded during stack-
ing, so stacking of untested die leads to prohibitively low product
yields. This motivates the need for pre-bond testing, or the testing
of dies prior to being bonded to a 3D stack. Pre-bond testing al-
lows for the stacking of dies that are known to be defect-free and
it also enables die-matching, so that dies in the same stack can be
chosen based on metrics such as speed or power consumption. It
is also important to perform post-bond tests, or testing of either
a partial stack to which all dies have yet to be bonded, or testing
of the complete stack. Post-bond testing ensures that the stack is
functioning as intended and that no defects have been introduced
during the processing steps of thinning, alignment, and bonding.
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Since die stacking can be performed in different ways, includ-
ing wafer-to-wafer stacking, there is also potential to optimize the
yield by wafer matching. Moreover, test insertions during stack-
ing of dies can be included to improve the yield. However, these
tests introduce extra cost, hence cost modeling is necessary to op-
timize a 3D test flow based on various parameters such as costs
of test insertions, as well as die and stacking yields. Finally, 3D
stacking introduces a new level of design hierarchy in addition
to that in conventional SoCs, hence new test architectures are re-
quired to provide test access to each die in a stack, as well as new
methods to optimize 3D test schedule.

The remainder of this paper is organized as follows. In Section
II, we review pre-bond TSV testing and repair techniques. Sec-
tion III focuses on improving stacking yield by wafer matching.
Section IV provides an overview of 3D design-for-test and test-
schedule optimization techniques. In Section V, we present cost
models to optimize a 3D test flow. Finally, Section VI concludes
the paper.

2. Pre-bond TSV Testing and Repair

TSV testing can be separated into two distinct categories: pre-
bond and post-bond test [1], [2]. Pre-bond testing allows for the
detection of defects that are inherent in the manufacture of the
TSV itself, such as impurities or voids, while post-bond testing
detects defects caused by thinning, alignment, and bonding. Suc-
cessful pre-bond defect screening can allow defective dies to be
discarded before stacking. Because methods to “unbond” die are
yet to be realized, even one faulty die can cause a stacked IC to
be considered bad, including all good dies in the stack.

TSVs play the role of interconnects, hence there are a number
of pre-bond defects that can impact chip functionality [3]. These
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include pinhole defects in the TSV sidewall insulator that cre-
ate leakage paths to the substrate and microvoids or cracks in the
TSV pillar that result in resistive-open faults. This section covers
a variety of techniques that are utilized for the detection and re-
pair of TSV faults prior to die stacking.

Pre-bond TSV tests aim to detect manufacturing faults in
TSVs, usually through parametric measurement of one or more
TSV electrical properties. Figure 1 (a) shows a defect-free TSV
modeled as a lumped RC circuit, similar to a wire. The resis-
tance and capacitance of the TSV depends on the geometry and
material of the TSV pillar and sidewall insulator. Defects in the
TSV pillar or the sidewall insulator alter the electrical character-
istics of the TSV. Figure 1 (b) shows the effect of a microvoid in
the TSV pillar. These microvoids increase the resistance of the
TSV pillar and, depending on the severity of the defect, can man-
ifest as anything from a small-delay defect to a resistive open.
Figure 1 (c) shows a pinhole defect of the sidewall insulator. De-
pending on the severity of the defect, the leakage of the TSV may
significantly increase due to the leakage path to the substrate.

2.1 BIST Techniques for TSV Fault Detection
Pre-bond TSV testing is difficult due to a variety of factors.

Pre-bond test access is severely limited due to TSV pitch and den-
sity. Current probe technology using cantilever or vertical probes
requires a minimum pitch of 35 μm, but TSVs have pitches of
4.4 μm and spacings of 0.5 μm [5]. Without the introduction of
large probe pads onto a TSV or similar landing pads on the face
side of the die [6], current probe technology cannot make contact
with individual TSVs. Adding many landing pads is undesirable,
as they significantly decrease the pitch and density of TSVs and
TSV landing pads. Thus, the number of test I/O available to a
tester during pre-bond test is significantly reduced compared to
the I/O available during post-bond test. Furthermore, TSVs are
single-ended before bonding, meaning that that only one side is
connected to die logic and the other side is floating (or tied to the
substrate in the case of a deposited TSV without bottom insula-
tion). This complicates TSV testing because standard functional
and structural test techniques, for example stuck-at and delay test-
ing, cannot be performed on the TSV.

Due to these difficulties, a number of innovative BIST tech-
niques have been introduced in the literature to perform pre-
bond TSV test [3], [4], [7], [8]. BIST techniques require only
a few external signals to perform test, including, but not limited
to power/ground, clock, and BIST enable contacts. Thus, BIST
techniques are well suited for the test-access constraints of pre-
bond test. Furthermore, they do not require expensive testers or

Fig. 1 TSV models: (a) fault-free, (b) micro-void, (c) pinhole [4].

probe cards to interface with the circuit and provide test data or
analyze test responses.

An example of a BIST technique for detecting TSV capaci-
tance is shown in Fig. 2 [8]. This BIST method treats TSVs like
DRAM cells, using read and write operations relying on charging
and discharging the TSV capacitance. A test is performed by first
precharging each TSV to VDD. Then, TSVs are isolated during
a hold phase. Next, a charge-sharing circuit is created between
a TSV and a charge-sharing capacitance Cload. The voltage after
charge sharing is compared to reference voltages via sense am-
plification. In the circuit of Fig. 2, transmission gates are used to
select each TSV under test (TUT) as well to bias Vsense to Vb dur-
ing hold operations. A tri-state buffer is used for the write driver
to write to each TSV cell. A sense amplifier is used to compare
the voltage after charge sharing to Vre f , where Vre f is either VRL

or VRH .
BIST techniques such as the DRAM-like method described

above suffer from drawbacks. No current BIST architecture for
pre-bond TSV test is capable of detecting resistive defects near
or at the end of the TSV furthest from the active device layer.
This is due to the fact that these resistive defects result in no sig-
nificant increase or decrease to the TSV capacitance because the
bulk of the TSV closest to the test architecture is intact. Further-
more, BIST techniques do not provide an avenue for TSV burn-in
tests, and so cannot screen for TSVs that would experience infant
mortality failures. The test circuits utilized by BIST techniques,
such as voltage dividers or sense amplifiers, cannot be calibrated
before hand and are subject to process variation on the die. This
can impact the accuracy of parametric tests.

2.2 Pre-Bond Parametric TSV Test Through Probing
TSV probing offers an alternative to BIST techniques for pre-

bond TSV testing. Novel probe technologies have been intro-
duced in recent years to enable pre-bond probing. Cascade Mi-
crotech Inc. has introduced a pyramid probe card that has been
demonstrated at a 40 μm array pitch [9]. Form Factor Inc. has
introduced the NanoPierceTM contact head for 3D TSV probing,
similarly demonstrated at a 40 μm array pitch [10]. The probe
needles are grown from many dense nanofibers that act together
to make a contact. Both probe cards utilize low-force probing and
show minimal microbump damage.

Despite these new advances in probe card technology, the
demonstrated pitches and array placement of needles limit TSV
placement and density if individual contact with each TSV re-
quired. Furthermore, scaling these probe cards is yet to be
demonstrated, and it appears that micro-bumps may scale faster

Fig. 2 Detailed test module circuit for DRAM-like blind TSV testing [8].
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than probe technology. For example, in Ref. [11] micro-bumps
have already been manufactured at sizes of 5 μm with a 10 μm
pitch. Furthermore, even if every TSV on a die can be contacted
individually, the issue of routing test data to and from a probe
card with the thousands of probe needles required to contact ev-
ery TSV is likely to be prohibitive. If the number of probe nee-
dles is instead reduced to a more manageable number, then many
touchdowns may be needed to test every TSV on a die, signif-
icantly increasing test time and the likelihood of damaging the
thinned die or wafer.

This section presents a new technique for pre-bond TSV testing
that is compatible with current probe technology and leverages
the on-die scan architecture that is used for post-bond testing. It
utilizes many single probe needle tips, each to make contact with
multiple TSVs, shorting them together to form a single “TSV net-
work.” The proposed approach highlights the relevance of today’s
emerging test standards and test equipment, and the important
role that tester companies can play in 3D IC testing. Because
the proposed method requires probing, it is assumed in this chap-
ter that the die has already been thinned and that it is supported
by a rigid platter (carrier) to prevent mechanical damage during
probing. During test, the probe needle must be moved once to
allow for testing of all TSVs in the chip under test. This method
also allows for the concurrent testing of many TSVs to reduce
overall test time. Furthermore, significantly fewer probe needles
are required to test all TSVs, which reduces the cost and com-
plexity of probe equipment.

For post-bond external tests, a 1500-style die wrapper with
scan-based TSV tests has been proposed [12] that utilizes wrap-
per boundary scan flops between TSVs and die logic. To enable
pre-bond TSV probing, the standard scan flops that make up the
die boundary registers between die logic and TSVs are modified
to be gated scan flops (GSFs), as shown in Fig. 3. The gated
scan flop accepts either a functional input or a test input from the
scan chain; the selection is made depending on operational mode.
A new signal, namely the “open signal,” is added; it determines
whether the output Q floats or takes the value stored in the flip-
flop. In the GSF design, shown at gate-level in Fig. 3 (a) and at
transistor-level in Fig. 3 (b), two cross-coupled inverters are used
to store data. Transmission gates are inserted between the cross-
coupled inverters and at the input (D) and output (Q) of the flop
itself. An internal inverter buffer is added before the output trans-
mission gate such that the gated scan flop can drive a large capac-
itance on its output net without altering the value held in the flop.
The “open” signal controls the final transmission gate.

To determine the capacitance of the TSV network and the re-
sistance of each TSV, the probe needle must be equipped with
an active driver and a method of detection. In order to keep this
circuitry simple, a design such as the one shown in Fig. 4 can be
used. This design consists of a DC source with a voltage on the
order of the circuit under test. A switch, S 2, is used to connect
or disconnect the source from a capacitor (Ccharge) of known ca-
pacitance. The voltage across the capacitor, V1 is continuously
monitored through a voltmeter. A second switch, S 1, allows the
capacitor to be connected or disconnected from the probe needle
itself.

Fig. 3 Design of a gated scan flop: (a) gate-level and (b) transistor-
level [13].

Fig. 4 A charge sharing circuit [13].

Fig. 5 TSV network model [13].

A probe needle makes contact with a number of TSVs at a time,
as seen in Fig. 5 (a). The TSVs are connected to gated scan-flops,
which are connected to form a scan chain. This circuit is mod-
eled as seen in Fig. 5 (b). The probe needle has a known resistance
Rp and a contact resistance (Rc1-Rc4) with each TSV. The con-
tact resistance depends on the force with which the probe needle
contacts each TSV, and may differ per TSV. Each TSV has an
associated resistance (R1-R4) and capacitance (C1-C4). Further-
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more, a leakage path modeled by a resistance (RL1-RL4) exists
between each TSV and the substrate. The net capacitance Cnet is
the combined capacitance of all of the TSVs in parallel.

Parametric tests, including capacitance, leakage, and resistance
tests, can be performed for the TSVs in a network. The bulk
of TSV defects that can be tested pre-bond result in increased
TSV resistance. For this reason, it is important that a pre-bond
test is capable of accurately measuring TSV resistance. To mea-
sure resistance for each TSV, the capacitor Ccharge will be charged
through each TSV, and the time needed to charge the capacitor to
a chosen voltage (for example, 99% of Vdd) is recorded. Long
charge times increase the resolution in resistance measurement,
but they lead to longer test time. As a tradeoff, smaller voltage
levels (such as 90% of Vdd) can be used to reduce test times if
the resolution is acceptable. The test begins by loading all of the
gated scan-flops with 1 and discharging the TSV network using
the probe. Switch S 2 is opened and switch S 1 is closed such
that the capacitor Ccharge is discharged as well. One of the gated
scan-flops is then set to its low-impedance output, allowing the
scan-flop to charge Ccharge through its connected TSV. When V1
reaches the pre-determined voltage, the time to charge Ccharge is
recorded. It is then compared to a calibrated charge curve for a
non-faulty TSV. This process of charging and discharging con-
tinues for each TSV, which can be completed quickly by incre-
menting the controlling counter to open each subsequent TSV.

The robustness of TSV resistance measurements in a 20-TSV
network under process variations is shown to be accurate [13].
The TSV under test is considered to have a resistive fault with
a total resistance of 50Ω. Resistances on the other TSVs in the
network are simulated with a Gaussian distribution in which 3-σ
is a 20% spread from the nominal value of 1Ω. All TSV capac-
itances are simulated with a similar Gaussian distribution using
a nominal value of 20 fF, and leakage resistances are distributed
around a nominal 1.2 TΩ. Charge times are then compared to a
calibrated curve. As can be seen from a 100-trial Monte Carlo
simulation in Fig. 6, the resolution of resistance measurements
remains high under process variations, with a mean measurement
of 51.2Ω and a standard deviation of 6.6Ω. Similarly accurate
results are shown for capacitance and leakage tests as well.

Fig. 6 100-point Monte Carlo simulation of TSV resistance measurements
with 20% variation in the TSV resistance, leakage resistance, and
capacitance of fault-free TSVs [13].

2.3 Ring Oscillators for TSV Test and Diagnosis
In the previous section, we outlined a pre-bond TSV-test

method using TSV probing. However, despite recently reported
success in mechanical probing at fine array pitches [9], it still re-
mains to be seen how easily they can be used in practice. As an
alternative solution, a non-invasive pre-bond TSV test method has
been proposed [4]. In this work, two types of faults are targeted:
resistive-open faults and leakage faults. For each case, as well as
the fault-free case, an electrical TSV model is used as shown in
Fig. 1. Deviations in TSV parameters due to defects lead to varia-
tions in the propagation delay of the net connected to TSV. These
variations are measured by ring oscillators (ROs) at different volt-
age levels. A method that uses ROs for TSV test was proposed in
Ref. [14]; it was originally designed for post-bond TSV diagno-
sis. The technique presented below, however, focuses exclusively
on pre-bond TSV test. An RO for pre-bond test is created by
reconfiguring N I/O segments as shown in Fig. 7. Each I/O seg-
ment includes a TSV and a bidirectional I/O cell connected to the
front side of the TSV. The I/O cells are assumed to be part of the
functional circuitry, which is common in industrial designs.

The number of TSVs in a group (N) can be selected based on
the desired oscillation frequency. In the extreme case, if N = 1,
the RO contains only a couple of gates, which results in a rela-
tively short oscillation period (or high frequency). Such an oscil-
lation frequency might be too high to drive the on-chip measure-
ment logic. By appending extra segments, we increase the delay
and thus reduce the oscillation frequency, relaxing the speed re-
quirement on the measurement circuitry. In addition, all TSVs in
the same group can share the same counter without extra decode
logic, since all of them are in the oscillator loop. This reduces
wiring and the amount of DfT logic. The signal TE (test enable)
controls the multiplexers selecting between the functional outputs
coming from the internal logic and the oscillator loop. If TE = 0,
the multiplexers 1 select the functional outputs coming from the
internal logic, enabling a functional mode. If TE = 1, the circuit
is configured in an oscillator loop and the functional driver output
enable signal OE is overridden, activating a TSV test mode. The
signals BY[1] . . . BY[N] (Bypass) control the multiplexers that
include or exclude a TSV from the oscillator loop. OE (output
enable) controls the tri-state drivers of the I/O cells. In functional
mode, this signal is set by the internal logic. In test mode, OE is
set to 1 to enable the drivers.

The approach was verified by simulations with HSPICE. For
the simulations, the TSV models as described in Fig. 1 and the
45 nm Predictive Technology Model (PTM) low-power CMOS
models [15] were used. BUF X4 buffers from the Nangate 45 nm

Fig. 7 Ring oscillator with N TSVs [4].
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Open Cell Library [16] served as TSV drivers. For other gates,
X1 versions were used.

First, a resistive-open fault in TSV at the location x = 0.5 is
simulated using transient analysis to record the oscillation period
of the ring oscillator T . In the first run, the faulty TSV is enabled
(BY[1] = 0) and all other TSVs are bypassed (BY[2. . . N] = 1). In
the second run, all TSVs are disabled. Subsequently, the oscilla-
tion period of the second run T2 is subtracted from that of the first
run T1 for each value of RO: ΔT = T1 −T2. During an actual test,
the values T1 and T2 will be measured by the on-chip DfT and
the results sent to the test equipment and post-processed there.
This subtraction step removes the propagation delay of the path
through I/O cells 2. . . N and the inverter. The remainder is virtu-
ally the propagation delay due to the I/O cell and the TSV under
test. This approach greatly reduces the effect of delay variations
in gates and interconnects due to random process variations. The
results of this simulation are shown in Fig. 8. As expected, an
increase in the resistance RO leads to a reduction of the oscilla-
tion period. This indicates that we can detect resistive opens of a
sufficient size by measuring the oscillation period. For instance,
ΔT of a resistive defect of size 1 kΩ at x = 0.5 is reduced by 10%
compared to the fault-free case that can be identified.

To see the effect of process variations and the effect of applying
different supply voltages, a number of Monte Carlo (MC) sim-
ulations were run using the model described above extended by
the following process-variation model: 3σVth = 50 mV, 3σLe f f =

0.1Le f f , where σVth is the variation in threshold voltage and σLe f f

is the variation in gate length. These data are consistent with the
those reported by industry for recent technology nodes [17].

Figure 9 shows the results of MC simulation for a fault-free
TSV and a TSV with a resistive open defect of size 1 kΩ. The
spread in the fault-free and faulty cases was analyzed at differ-

Fig. 8 ΔT as a function of RO at location x = 0.5 and at 1.1 V supply volt-
age [4].

Fig. 9 ΔT as a function of supply voltage in (a) fault-free case and (b) in
case of 1 kΩ resistive open at x = 0.5 [4].

ent voltage levels. At lower supply voltage levels, a part of data
points from both fault-free and faulty cases overlap and thus be-
come indistinguishable. Increasing the voltage reduces this over-
lap to a minimum until there is no aliasing. Even in presence of
process variations, this TSV test method allows for detection of
resistive-open defects that have a sufficiently large size and are lo-
cated in the upper part of the TSV. The test resolution depends on
the process variation: the more variation, the harder it becomes to
distinguish small resistive opens from the fault-free case. In addi-
tion, higher supply voltage results in a better resolution: aliasing
is reduced, allowing for detection of smaller resistive-open faults.

Leakage faults exhibit a different behavior than resistive open
faults. To show this, the same simulation as described above
(N = 5) was performed for a TSV with a leakage fault. Figure 10
shows the dependence of ΔT on the leakage RL for different volt-
age levels.

According to the simulation results, leakage faults increase the
oscillation period, which makes them distinguishable from the
fault-free case as well as resistive open faults. Moreover, strong
leakage faults below a certain threshold, RL ≈ 1 kΩ, prevent the
circuit from oscillating. In other words, the TSV exhibits stuck-
at-0 behavior. This threshold depends on the supply voltage: it
drops as the voltage is increased. Another observation is that in
the regions slightly above each threshold, ΔT is extremely sensi-
tive to small variation in leakage. This indicates that leakage of a
wide range can be easily detected if tested at different voltage lev-
els. Strong leakage (RL low) will show up at higher VDD. Weak
leakage will become detectable at lower VDD. This observation is
consistent with the results of prior work on very-low-voltage tests
for bridging faults [18], [19].

Next, we perform MC simulations to verify the robustness of
our test method. Figure 11 shows the results of MC simulations
for a 3 kΩ leakage fault and the fault-free case at different voltage
levels. We see that in the sensitive region right above the thresh-
old (≈ 0.75 V), the data points for the two cases do not overlap.
As we increase VDD, the gap between them becomes smaller such
that we cannot distinguish between the faulty and fault-free cases.

The simulation results confirm that resistive opens and leak-
age faults significantly change the oscillation period T and hence
they can be detected using the proposed method. Since resistive
opens reduce T and leakage faults increase T , these fault types
are distinguishable from each other. The results also show that
TSVs should be tested at multiple voltage levels in order to in-

Fig. 10 ΔT as a function of RL at different voltage levels [4].
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Fig. 11 ΔT as a function of supply voltage in (a) fault-free case, and (b) in
case of 3 kΩ leakage fault [4].

crease fault detectability.

2.4 Redundancy Optimization
Wafer matching and optimized placement and management of

redundancy resources can significantly improve stack yields in
3D stacked memories. Differences between 2D and 3D memories
with respect to repair are due to the types of 3D memory designs
and the additional freedom in types of redundancy and placement
of test circuits provided by 3D integration. Generally, there are
three types of redundancy that are possible in a 3D memory ar-
chitecture [20]:
• Intra-Layer Redundancy is most analogous to 2D redun-

dancy architectures. In such a design, each memory die in
the stack contains its own redundant resources that can be
used to repair faulty memory cells on the die. Each memory
die in the stack does not share its redundant resources with
other dies in the stack.

• Inter-Layer Redundancy refers to a design where each die
may or may not contain its own redundant resources. If a die
does contain its own resources, then it shares these resources
with other dies and has access to the resources on other dies.
In this way, a die can utilize redundant resources on another
die if it cannot repair all of its faulty memory cells with its
own resources.

• Layer Redundancy refers to a repair architecture where re-
dundant resources exist at the die or wafer level. In other
words, any given 3D memory stack may have one or more
dies devoted to redundant memory arrays that can be utilized
for repair. If a memory die is unable to repair itself due to
a large number of faulty memory cells, then the entire die
must be replaced by a redundant memory die.

In Ref. [20], the authors calculate the yield and cost improve-
ments of using layer redundancy in a stack of n non-redundant
layers and r redundant layers, as shown in Fig. 12. What can
be seen from Fig. 12 (a) is that layer redundancy improves stack
yield for all scenarios with different values for n and r. As the
stack becomes larger, the yield improvement also increases sig-
nificantly due to the increased likelihood of a faulty die existing in
the stack. Examining Fig. 12 (b), it can be seen that layer redun-
dancy is not cost effective for small stacks. For example, when
n = 1 and r = 1, it is over twice the cost to produce a good stack
with layer redundancy than it is to produce a good stack without
layer redundancy. This is because adding one redundant layer

Fig. 12 Yield improvement (a) and cost improvement (b) over the base case
of no layer redundancy for stacks of varying n non-redundant layers
and r redundant layers [21].

doubles the cost of manufacturing the stack but does not have a
significant impact on stack yield.

In Ref. [22], a repair architecture was utilized such that adja-
cent memory dies can share their spare resources between them,
creating inter-layer redundancy. If the resources available on one
layer are not sufficient to repair that layer, then unused spares
from adjacent layers can be used as needed. Utilizing wafer
matching to place memory dies with insufficient resources to re-
pair themselves adjacent to dies with excess resources in a stack,
significant improvements were achieved in stack yield. The au-
thors found yield improvements of nearly 30% for 8 × 8 spares
on each layer when redundant resources are shared between dies,
especially when there are fewer spares on each die. This is be-
cause in an environment with fewer redundant resources on each
die, there is a greater likelihood that a given die will be unable
to completely repair itself using only its own resources. As the
number of spares increase, the likelihood of a die being capable
of repairing all of its faulty rows and columns with its own re-
sources increases, reducing the yield improvement to be gained
by redundancy sharing.
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3. Wafer Sort and Wafer Matching for Yield
Improvement

In any 3D manufacturing and test flow, it is necessary to de-
termine which tests should be performed and when, as well as
as how stacking will take place in order to minimize cost. The
stacking of dies to create a 3D IC can generally occur in one of
three ways: wafer-to-wafer (W2W) stacking, die-to-wafer (D2W)
stacking, or die-to-die (D2D) stacking. In W2W stacking, two
wafers are bonded to one another, with dies in the same position
on each wafer forming the stack. W2W bonding benefits from
the highest manufacturing throughput of all of the stacking meth-
ods due to the need for only a single alignment step to bond two
tiers of many stacks at the same time. Furthermore, it is easier
for machines to handle and align large wafers than to do the same
for dies when the dies are relatively small. For processes with
particularly high wafer yields, pre-bond test may not need to be
performed and unsorted wafers can be stacked to keep test costs
low. The drawback of W2W bonding is that there is little flex-
ibility as to which dies are bonded together. Due to this, W2W
stacking is expected to have the worse compound stack yield out
of the three methods as it may not be possible to prevent a bad die
and a good die being bonded together.

In a W2W process, wafers are fabricated separately for each
die in the stack, with Wafer 1 containing the dies for the lowest
stack tier, Wafer 2 containing dies for the second stack tier, and
so forth. These wafers then undergo pre-bond test to create the
wafer map of good and bad dies. The wafers are placed in sepa-
rate repositories, and wafer fabrication and test continues until the
wafer repositories all contain an appropriate number of wafers.
Once the repositories are filled, wafer matching and sorting can
take place. The wafer maps for the wafers in each repository are
sent to a computer and matched via a wafer matching algorithm
in order to determine which wafers should be part of which stack.

It would be exceedingly costly to match all the wafers pro-
duced in a manufacturing run with all other wafers. By using
limited-size repositories, only a small number of wafers must be
matched to one another, thereby reducing the size of the matching
problem to a manageable level. Two types of repositories – static
or running – can be used for wafer matching.

Consider a repository that can hold m wafers out of a produc-
tion run of e (m ≤ e) wafers. In a static repository, the repository
begins by being filled with m wafers. The wafers in this repos-
itory are matched with one or more other repositories, and all
repositories are then emptied of the matched wafers. Only after
being emptied completely is the repository replenished, and this
procedure is repeated e/m times.

In a running repository, the repository begins by being filled
and wafer matching takes place similarly to the static repository.
However, after each matching step, only the best-matched wafer
in the repository is removed. After the wafer is removed, it is
immediately replaced by a new wafer and matching is performed
again with a full repository. This process occurs e times.

The wafer matching process that can be used is determined by
the number of repositories that are used simultaneously during
matching and the number of wafers within each repository that

are considered during matching. There are two matching dimen-
sions that depend on the number of repositories used:
• Layer-by-Layer (LbL) refers to the matching process

whereby only two repositories are considered at any given
time. For a stack of three dies, this means that repositories
containing the wafers of the first two stack tiers are matched
against one another and the wafers then bonded. To com-
plete the stack, the repository of the partial stack is matched
against the repository of the wafers containing Die 3, and
then this wafer is bonded to the partial stack. This matching
process is iterative for each bond in the stack.

• All-Layers (AL) refers to a matching process that considers
all the repositories for each tier in the stack at the same time.
This process is complete and may be capable of better re-
sults than an LbL process, but is also computationally more
difficult.

There are also two wafer matching dimensions depending on
the number of wafers considered in each repository simultane-
ously:
• Wafer-by-Wafer (WbW) is a greedy matching process

whereby only the best-matched wafers between the repos-
itories are considered at a time. These best-match wafers
are then removed from the repository for purposes of match-
ing, and the best-match is chosen from the remaining wafers.
This process continues until the repositories are empty. Un-
like LbL, where the repositories of wafers for two adjacent
dies are completely matched and emptied before moving on
to the next repository, WbW completes a wafer stack across
all wafer repositories before matching wafers for the next
stack.

• All-Wafers (AW) is an exhaustive matching process whereby
every wafer in every repository visible to the process is con-
sidered simultaneously. In other words, all possible match-
ing outcomes are checked for each of m wafers across two
or more repositories. Wafers are then matched to each other
based on some criteria, for example maximizing the total ex-
pected compound stack yield across all wafers.

The dimensions from the above two lists can be matched
to form five different wafer matching processes—LbL→WbW,
WbW→LbL, LbL→AW, AL→WbW, and AL→AW. As an ex-
ample, an LbL→WbW is iterative over two repositories at a time.
In each iteration, the two best-matched wafers in each repository
are chosen and removed from consideration. Each successive step
matches the remaining wafers, which after the first step is either
m − 1 for a static repository or m again for a running repository.
This continues until all wafers are matched, and then the process
moves on to the repository for the next stack tier and so on.

Significant yield improvements can be achieved by using wafer
matching in 3D integration. The authors of Ref. [23] generated
a number of results using a benchmark process with 300 mm
wafers. The stack utilized for results consisted of two dies, each
of which was a square with an area (A) of 50 mm2. This results in
1278 dies per wafer with a utilized wafer yield of 81.65%. Fig-
ure 13 shows the increase in expected stack yield for multiple
stack and repository sizes. The expected stack yield values are
normalized for each stack size. As is demonstrated by the figure,
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Fig. 13 Increase in expected stack yield for various stack sizes n and repos-
itory sizes m [21].

a significant yield increase is gained by using even small reposi-
tories, with most of the gain in yield seen at repository sizes under
10. As repository size increases further, the gain in yield begins
to level off.

Similarly, the authors of Ref. [24] conducted experiments con-
sidering a variety of different matching processes with running
repositories, using the same number of dies per wafer and wafer
yield as in Ref. [23]. Due to the nature of running repositories,
repository pollution must be controlled for. Repository pollution
refers to the particularly faulty wafers in the repository rarely be-
ing matched with another wafer, effectively reducing the reposi-
tory size over many match cycles. In Ref. [24], a first-in first-out
(FIFO) method is devised to control pollution. In order to do this,
the matching method changes which repository the first wafer is
chosen from in a FIFO fashion. For example, for a process with
n = 3 repositories labeled 1 through 3, for the first matching pro-
cess a wafer is chosen from repository one via FIFO order and
matched to wafers in the other repositories. For the second match-
ing process, a wafer is first chosen from repository 2 in FIFO or-
der and matched to the other repositories. After this, a wafer is
chosen first from repository 3. After this has been done for all
repositories, the sequence starts anew at repository 1. This pro-
cess can control pollution by forcing the selection of the wafer
that has been in a repository the longest when the repository is
used to select the first wafer via FIFO order. Thus, a wafer will
remain in a repository for at most n · m iterations. Results show
that this method results in significant yield improvements above
what is possible with just static repositories.

Wafer matching continues to be an important research prob-
lem, and recent work on this topic is reported in Refs. [25], [26].

4. Design-for-Test and Test Optimization

Due to the addition of new tests and test insertions for 3D ICs,
test cost must be kept low to ensure that 3D IC production is
economically feasible. In order to reduce test cost, optimizations
need to be developed to design test architectures and create test
schedules, to determine the placement of recovery architectures
for faulty TSVs, and to reduce the impact of test circuitry on func-

Fig. 14 3D IC manufacturing and test flow with multiple test insertions.

tional operation.

4.1 Test Scheduling for Partial and Complete Stacks
Post-bond test-architecture and test schedule optimization for

3D-stacked ICs can reduce test cost by minimizing test time.
These optimizations must take into account 3D-specific test ac-
cess, TSV count, and multiple test insertion constraints. Two
different 3D integration cases are considered—(1) hard dies, in
which a test architecture already exists, and (2) soft dies, for
which the 2D (per die) and 3D (per stack) test architectures are
co-optimized. For the sake of simplicity and ease of implementa-
tion, this section assumes session-based test scheduling [27], i.e.,
in which all tests which are executed simultaneously need to be
completed before the next test session is started. While it is theo-
retically possible to have multiple dies on a given layer in a stack,
for this section it is assumed that there is only one die per layer
in a stack. Furthermore, a core is considered to be part of a sin-
gle die only, i.e., “3D cores” are not considered. The optimization
method presented in this section utilizes emerging standards, such
as die-level wrapper described in Ref. [12].

Compared to two-dimensional ICs that typically require two
test insertions, namely wafer test and package test, 3D stacking
introduces a number of natural test insertions [2]. Because the
die-stacking steps of thinning, alignment, and bonding can in-
troduce defects, there may be a need to test multiple subsequent
(partial) stacks during assembly. Figure 14 shows an example
manufacturing and test flow for a 3D stack. First, wafer test (i.e.,
pre-bond test) can be used to test die prior to stacking to ensure
correct functionality, as well as to match die in a stack for power
and performance. Next, Die 1 and Die 2 are stacked, and then
tested again. If pre-bond TSV test is not performed, then this
test insertion will be the first test of the TSVs between Die 1 and
Die 2. This step also ensures that defects can be detected in the
stack due to additional 3D manufacturing steps such as alignment
and bonding. The third die is added to the stack and all dies in
the stack, including all TSV connections, are retested. Finally, the
“known good stack” is packaged and the final product is tested.
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Optimization methods are needed to minimize test time not only
for the final stack test, i.e., if the intermediate (partial) stacks are
not tested, but also to minimize the total test time if the final stack
and partial stacks are tested during bonding.

In a 3D IC, which currently consist of anywhere from two to
eight dies [28], the lowest die is usually directly connected to chip
I/O pins and therefore can be tested using test pins. To test the
non-bottom dies in the stack, test data must enter through the test
pins on the lowest die. Therefore, to test other dies in the stack,
the test access mechanism (TAM) must be extended to all dies
in the stack through the test pins at the lowest die. To transport
test data up and down the stack, “TestElevators” [12] need to be
included on each die except for the highest die in the stack [2].
The number of test pins and TestElevators as well as the number
of TSVs used affect the total test length for the stack.

To illustrate test architecture and schedule optimization, con-
sider an example 3D IC with three hard dies with given test access
architectures as shown in Fig. 15. For a hard die, the 2D test ar-
chitecture on the die is fixed. The only structure over which the
designer has control is the 3D TAM. Hard dies offer less flexibil-
ity for optimization in the sense that each die must have exactly
the pre-defined number of input and output TAM wires appro-
priated to it in the design of the 3D TAM. Therefore, the only
decisions that can be made in designing the 3D TAM is which
(if any) dies can be tested in parallel with one another given the
limitations on test pins and test TSVs. Hard dies may be present

Fig. 15 Illustration of 3D TAM optimization with hard dies: (a) a problem
instance; (b) an optimized architecture.

in TAM design problems if vendors sell fabricated dies to a 3D
integrator.

Figure 15 (a) illustrates the variables that arise for the hard-die
problem. As can be seen, a fixed 2D TAM width (the horizon-
tal arrow) is given along with the known test time T for each
die. The given constraints are the number of test pins Wmax and
the number of test TSVs TS Vmax available. A solution, therefore,
can be given as in Fig. 15 (b). Here, each die receives the required
and pre-defined test bandwidth, but Die 1 and Die 2 are tested in
parallel through the 3D TAM.

Optimizations published in Refs. [29], [30] utilized integer-
linear programming to create an optimization model for the 3D
test-access mechanism and test schedule considering any or all
possible test insertions. The number of available test pins Wmax

were all situated on the bottom die. A limit TS Vmax was placed
on the number of test elevators that could be added between any
two dies. A five-die stack was created from the ITC’02 test
benchmarks. Test time results for a hard-die stack are shown in
Fig. 16 (a), and for soft dies in Fig. 16 (b) with respect to varying
TS Vmax and Wmax.

From the figure, it can be seen that both TS Vmax and Wmax de-
termine which dies should be tested in parallel and thus the total

Fig. 16 The test time with respect to TS Vmax and Wmax considering all pos-
sible test insertions for (a) hard dies and (b) soft dies [30].
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test time for the stack. For a given value of TS Vmax, increas-
ing Wmax does not always decrease the test time for hard dies,
although test time never increases. Similarly, increasing TS Vmax

for a given Wmax does not always decrease the test time. These
Pareto-optimal points provide insight in how many test resources
are needed for a stack. Optimizing only for the final stack test
does not always reduce test time when multiple test insertions are
considered. In fact, it is often the case that the test time is higher
when increasing the values of TS Vmax and Wmax.

For optimization of 3D ICs with soft dies, Pareto-optimality is
almost non-existent when Wmax is varied. This is due to the fact
that when dies in the stack are soft, it is almost always possible to
find one die for which adding an extra test pin reduces the overall
test time. When test time stops decreasing, the TSV limits for the
problem instance have been reached and no further optimization
is possible.

4.2 Retiming for Delay Recovery
In order to enable both pre- and post-bond testing, die level

wrappers have been proposed in the literature [12], [13] and have
been briefly discussed earlier in this paper. These die wrappers in-
clude boundary scan cells at the interface between die logic and
TSVs to add controllability and observability at the TSV, and are
utilized as gated scan-flops in pre-bond TSV probing. Adding
boundary flops to TSVs between two layers adds two additional
clocked stages to a functional path, which would otherwise not
exist in a two-dimensional (2D) design. Bypass paths can be
added to the boundary scan cells to multiplex the functional input
between being latched in the flop or being output directly to/from
the TSV. During functional mode, the bypass path is active and
a signal traveling across dies is never latched in the boundary
register; however, the bypass path still introduces additional path
latency. It is important to note that additional latency is added
by test architectures not just to logic-on-logic stacks, but also
to memory-on-logic and memory-on-memory stacks that contain
dies with die wrapper boundary registers.

Retiming is an algorithmic approach to improving multiple as-
pects of circuit design post-synthesis by moving the positions of
registers with respect to combinational logic while preserving cir-
cuit functionality [31]. The concept of retiming can be extended
by utilizing retiming algorithms to recover the latency added by
boundary scan cell bypass paths in a 3D IC [32]. Retiming in
this case is performed after synthesis and 3D boundary cell in-
sertion. Two-dimensional retiming methods can be reused after
test-insertion by fixing the location of die wrapper boundary flops
so that they remain at the logic/TSV interface during retiming.
This requirement ensures that die logic is not moved across dies
when retiming is performed on a complete stack. A bypass path
is added to each register so that in functional mode, data does
not need to be latched, thereby replacing extra clock stages with
added latency. Retiming is then performed to recover the added
latency of the bypass along the TSV path.

Retiming can be performed either at the die- or stack-level.
Die-level retiming allows greater control over the redistribution
of slack throughout the stack. For example, a designer may not
want to move any registers on a particular die D but would still

like to recover the additional latency of adding a wrapper to that
die. In this case, additional (dummy) delay can be added to the
TSV paths on the dies adjacent to D. Retiming can then be per-
formed on the adjacent dies in an attempt to recover the addi-
tional path delay due to the wrapper cells in the adjacent dies
and the wrapper cells of D. While die-level retiming does not
consider the total path delay for paths that cross die boundaries,
stack-level retiming can exploit this added degree of freedom. In
stack-level retiming, the complete stack is retimed as a monolithic
entity. The boundary GSFs are once again fixed during retiming
to prevent the movement of logic from one die to another. During
stack retiming, the intended clock frequency for the stack can be
used as a timing target because all circuit paths are known. While
die-level retiming provides more control over slack redistribution,
stack-level retiming provides greater leeway to the retiming algo-
rithm.

A flowchart of the steps required for post-wrapper insertion
die-level retiming is shown in Fig. 17. First, the design is syn-
thesized into a structural circuit definition. In die-level retiming,
paths crossing the TSV interface are incomplete and the total de-
lay across these paths cannot be considered. Because paths cross-
ing die boundaries are likely to be the least-slack paths in a 3D
stack, the clock period for the stack may be too large to provide
a tight timing constraint when considering a single die. In order
to determine an appropriate timing target, timing analysis is per-
formed to identify the amount of slack on the least-slack path of
the die. The target clock period for retiming is incrementally re-
duced until the least-slack path has no positive slack. Wrapper
insertion is then performed, adding delay to the TSV paths equal
to the bypass path through a boundary GSF. During retiming,
boundary GSFs are fixed so that the retiming algorithm does not
consider them as movable registers nor does it attempt to move
logic or other registers past the GSFs. After the retiming algo-
rithm has executed, timing analysis is again performed to deter-

Fig. 17 Flowchart for retiming of a 3D stack at either die- or stack-
level [32].
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mine if all paths in the die satisfy the target timing constraint. If
they do not, the path that has the most negative slack is examined
to determine if complex logic gates on the path may be preventing
retiming. If complex logic gates are preventing retiming, they are
decomposed into simple logic cells from the cell library and re-
timing is performed again. This process continues until all paths
meet the timing target or no complex logic gates are restricting
retiming. Finally, scan insertion and ATPG are performed for the
die.

The authors of Ref. [32] showed that retiming can be effective
in reducing the timing overhead of wrapper boundary cell inser-
tion on critical inter-die paths. They partitioned a DES core from
the OpenCore benchmark circuits across four dies. Table 1 shows
retiming results in terms of percentage of the delay of the wrap-
per cells that can be recovered and the change in stuck-at pattern
count between the original and retimed circuit. As can be seen
from the results, retiming recovered 100% of the additional GSF
bypass mode delay in most cases. The effect of DfT-insertion
and retiming on stuck-at fault pattern count was found to be neg-
ligible. In some cases, this resulted in fewer test patterns after
retiming. In other cases, retiming incurred a small increase in
pattern count. Since registers are moved or added throughout the
circuit, controllability and observability changes variably.

4.3 Robust Optimization of 3D Test-access Architectures
Due to the potential of 3D stacks to integrate a large number

of large SoCs, the complexity and the cost of test is increased.
Therefore, 3D test requires careful attention in order to optimize
test cost. Recent work on 3D test strategies have addressed this is-
sue and presented several methods for test architecture optimiza-
tion and test scheduling. These methods are based on exact op-
timization techniques such as integer linear programming (ILP)
and heuristics such as rectangle packing [33], [34]. These con-
ventional optimization methods assume that all input parameters,
such as core test times and test power limits are known constants.
However, the values of some of these parameters are not known
precisely at the design stage, for instance, due to inaccuracies in
simulations. Moreover, in a 3D scenario, a die can be designed to
be used in multiple stacks with different properties, such as power
limits and number of test pins.

Optimization methods targeting a single point in the input pa-
rameter space may result in non-optimal solutions in practice.
Therefore, uncertainties in input parameters should be taken into
account at the design optimization stage in order to provide “ro-
bust solutions.” The goal of robust optimization is to find a solu-
tion that remains close to the optimum in the presence of param-
eter variations.

Table 1 A comparison of delay, area, and pattern count results for die- and
stack-level retiming for the DES logic circuit partitioned across
four dies.

Die 0 Die 1 Die 2 Die 3
Complete

Stack
% Delay 100 100 60 100 100

Recovered

% Change in −2.5 −4.2 0.8 5.3 8.1
Pattern Count

A robust optimization approach has been proposed in Ref. [35].
This work formulates an integer linear programming (ILP) model
for robust optimization of test architecture design and test
scheduling, which allows for optimization over a range of input
parameters and minimizes the expectation of test time. The pro-
posed ILP model is practical for systems, such as SoCs or 3D-
stacked ICs, that contain a relatively small number of cores. For
larger systems, for which the exact solution of the ILP model
becomes intractable, a heuristic algorithm based on simulated an-
nealing has been proposed. This algorithm uses the exact ILP
method to solve small sub-problems.

The optimization algorithm is outlined in Fig. 18. This heuris-
tic starts with an initial solution for the test architecture, which is
iteratively perturbed in order to optimize the test time. After each
perturbation, the new solution is evaluated using the ILP model
for a range of input parameters. A better solution is always ac-
cepted and a worse solution is only accepted with a certain prob-
ability based on the difference between the solutions and an arti-
ficial variable “temperature” which is decreased at every iteration
step. After a certain number of iterations, the algorithm stops and
the best solution is kept.

The proposed test-optimization method has been verified on
ITC’02 benchmarks that were used as 3D dies. Even though the
ILP model for the complete problem requires long CPU times for
realistic dies with many cores, this model can be used in a heuris-
tic to solve small sub-problems, i.e., for evaluation of the solution
for each scenario.

Table 2 shows the results of this experiment. The uncertain pa-
rameters are the nominal maximum TAM width of the SOC Wm,n

and the nominal maximum test power Pm,n. Nine discrete points

Fig. 18 Robust optimization algorithm based on simulated annealing [35].

Table 2 Input parameters and resulting test times for the SoC
benchmarks [35].

Benchmark Wm,n Pm,n Tnom Trob impr

h953 10 60 156.7 145.6 7%
d695 32 50 144.0 131.0 9%
p93791 100 45 223.5 207.9 7%
d695 h953 32 60 191.7 161.0 16%
p22810 50 60 1844.0 1634.0 11%
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Fig. 19 Illustration of TSV repair solutions [22], [36].

for maximum test power Pm and maximum TAM width Wm are
assumed, such that the nominal values occur with the probability
of 0.6 and the other two values that are offset from the nomi-
nal value by ±20%, with the probability of 0.2 each. The results
show that the test time using robust optimization Trob is measur-
ably reduced compared to the nominal test time Tnom. Therefore,
neglecting variations in input parameters will result in inefficient
single-point solutions with increased test time.

4.4 TSV Repair
One promising approach to ensure high yield of 3D-stacked

ICs is to add spare TSVs for built-in self-repair (BISR). Various
TSV repair strategies based on TSV redundancy have been re-
cently reported in the literature for manufacturing yield enhance-
ment [22], [36], [37], [38], [39].

The repair capability of these solutions vary according to their
different redundancy architectures and the corresponding repair
algorithms. In Refs. [36], [37], one or more redundant TSVs are
added to a group of TSVs to achieve different grouping ratios and
a defective TSV is swapped with a fault-free one via signal shift-
ing, shown in Fig. 19 (a). The hardware overhead includes a set
of (1 × m) multiplexers added before and after the TSVs. Once a
faulty TSV is identified during pre- or post-bond test, TSV shift-
ing is enabled by using a fuse on the multiplexer to select a re-
dundant TSV in order to repair the faulty one. In Ref. [40], spare
TSV rows are added to a TSV array for repair to reduce storage
requirements for the reconfiguration data. Figure 19 (b) shows
a router-based TSV repair architecture which is based on graph
model [22].

In practice, however, if a TSV has a manufacturing defect, it is
more likely that neighboring TSVs are also defective due to clus-
tering [41]. This issue has been considered in Refs. [38], [42]. In
Ref. [42], a probabilistic model of defect clustering is considered
to trade off TSV grouping strategies, thus optimizing the grouping
ratio under different defect clustering distributions. In Ref. [38],
TSV redundancy is allocated and optimized through integer lin-
ear programming, considering the constraints of delay introduced
by TSV rerouting and the efficiency of grouping ratios.

In Ref. [39], in-field TSV repair was proposed to target TSV
failures in-field (at time t > 0). Electromigration-induced ag-
ing effects increase delay in TSVs at different rates under various
workloads. Regular and redundant TSV grids are modeled using
edge-disjoint repair paths. Figure 20 shows implementation of
the in-field TSV repair framework based on routers.

In Ref. [43], the authors proposed a repair strategy that is sig-
nificantly different from TSV redundancy. Resistive-short faults

Fig. 20 Illustration of route-based TSV repair architecture [39].

are targeted, where signals in TSVs tend to be weakened due to
voltage degradation. A signal-restoration scheme was proposed
to strengthen the signal based on a custom analog comparator,
which is specifically designed to reduce the overhead.

4.5 Interconnect Testing for 2.5D ICs
Interposer-based 2.5D ICs are being advocated as an alterna-

tive choice for IC design and they are emerging as precursors to
3D integration. In 2.5D ICs, dies are placed next to each other
on a silicon interposer. An interposer is a passive device pro-
viding interconnects between active dies stacked on top of it and
connections to the package I/Os [44], [45]. Interposer testing is
usually done at the post-bond stage in order to detect defects in
the interposer (e.g., shorts and opens), as well as defects due to
missing or deformed micro-bumps faults that cause misalignment
between dies, micro-bumps, and the interposer.

Due to probe technology limitations, these horizontal intercon-
nections cannot be accessed from the front side via probing after
micro-bumps are mounted on the silicon interposer [46]. There-
fore, the interposer can only be tested from one side. Recent
efforts have identified some potential solutions to post-bond in-
terposer testing [47], [48]. They are based on extensions of the
IEEE 1149.1 standard test access port (TAP) and the associated
boundary-scan architecture (JTAG) [49].

In this subsection, a new boundary-scan test method is pre-
sented for interposer interconnect testing [50]. This method uses
a scan chain to load stimuli at one end of an interposer wire and
capture response at the other end. Two types of boundary-scan
cells are needed to support interconnect testing, namely the scan-
in boundary-scan cell (SIBC) and the scan-out boundary-scan cell
(SOBC). The SIBCs are connected to the primary outputs of each
die. The SOBCs are connected to the primary inputs of each die.
The structures of SIBCs and SOBCs, as shown in Fig. 21, are dif-
ferent from each other since they serve different purposes during
test. Their control signals and corresponding modes are listed in
Table 3.

In order to implement at-speed interconnect testing, an RC de-
lay block and a multiplexer are included in SOBC. The RC delay
block is implemented using a low-pass second-order Bessel filter
in order to generate a functional clock period delay. A multiplexer
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Fig. 21 Designs of the (a) scan-in boundary-scan cell (SIBC) and the (b)
scan-out boundary-scan cell (SOBC), RC delay block is used to
generate a functional clock period delay for at-speed test [50].

Table 3 Values of control signals for the boundary-scan cells and corre-
sponding operational modes.

Control signals SIBC mode SOBC mode

se1 = 1, se2 = 0 Test mode Functional mode

se1 = 0, se2 = 1 Functional mode Test mode

se1 = 0, se2 = 0 Functional mode Functional mode

Fig. 22 Generic test architecture for silicon interposer [50].

determines whether the original clock or the delayed clock serves
as the clock signal for SOBCs. During open/short testing, since
a common test clock is used, Clock select is set to 0. During de-
lay test, after the last shift-in clock cycle, Clock select is toggled.
Next, an additional clock cycle is applied to launch the test pat-
terns out of SIBCs. SOBCs will receive a clock that is delayed
by one functional cycle in order to capture test responses. In this
way, delay testing can be efficiently implemented.

Since the SIBCs and SOBCs are functionally independent,
boundary-scan chain is divided into two separated chains in the
design, namely the scan-in path and the scan-out path. In the
scan-in path, all the SIBCs are grouped and connected together.
Similarly, all the SOBCs are grouped and connected together in
the scan-out path. In this way, the scan-in of test stimuli and the
scan-out of test responses can be carried out in parallel, which
leads to a reduction in interconnect testing time. The scan-in path
and scan-out path are highlighted in Fig. 22. With the proposed
on-chip test architecture, probe needles can be employed to shift
test patterns and capture responses. The test procedures for de-

tecting opens, shorts, and delay defects are described next.
Testing for opens and shorts involves the following steps:

( 1 ) SIBCs are set to operate in test mode and SOBCs are set to
operate in functional mode by setting se1 to 1 and se2 to 0.
Test patterns are shifted into the SIBCs through the scan-in
path.

( 2 ) Test patterns are applied to the interconnects. Note that some
SOBCs are not connected to the SIBCs through intercon-
nects, but are connected to the C4 bumps (solder bumps on
the bottom of an interposer in order to mount the interposer
onto the package). Test patterns are applied to these SOBCs
directly from probe needles through C4 bumps and TSVs.
This procedure is used for testing vertical interconnects; the
test path consists of C4 bumps, TSVs, and micro-bumps con-
nected to SOBCs.

( 3 ) All test responses are captured by SOBCs. Note that some
SIBCs are not connected to SOBCs through interconnects,
but are connected to the C4 bumps. Thus, the test patterns
launched by these SIBCs cannot be captured by the SOBCs,
but are captured by probe needles through TSVs and C4
bumps. This procedure is used for testing vertical intercon-
nects; the test path consists of C4 bumps, TSVs, and micro-
bumps connected to SIBCs

( 4 ) SIBCs are set to operate in functional mode and SOBCs are
set to operate in test mode by setting se1 to 0 and se2 to 1.
Test responses are shifted out through scan-out path. Mean-
while, new test patterns are shifted into the SIBCs through
the scan-in path.

Testing for delay faults involves the following steps:
( 1 ) Test patterns are shifted into the launch cells through the

scan-in path.
( 2 ) After all test patterns are stored in SIBCs, “Clock select” is

set to 1. The clock of SOBCs will come from an RC delay
block. This guarantees the test responses can be captured
at-speed.

( 3 ) The test patterns are launched to the interconnects when one
additional clock cycle is applied to SIBCs. Meanwhile, this
clock goes through the RC delay block and generates a de-
layed capture clock. Test responses are captured at-speed on
the rising edge of the delayed clock.

( 4 ) Test responses are shifted out through the scan-out path.
Meanwhile, new test patterns are shifted into the SIBCs
through the scan-in path.

Results obtained using this approach can be found in Ref. [50].

5. Cost Modeling and Test-Flow Selection

Test cost has emerged as a potential showstopper in the adop-
tion of 3D integration. The choice of test flow, i.e., what tests are
used and when they are applied during 3D integration (“what to
test”, “when to test”) affects test cost. 3D stacking involves many
possible test insertions. Due to multiple yield and test cost pa-
rameters corresponding to different dies and tests, such as for pre-
bond, post-bond, and partial stack, an exponentially large number
of test flows must be evaluated. Therefore, analysis methods and
tools are needed for test-cost optimization and automated test-
flow selection.
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Several papers have been published recently on various as-
pects of test-cost modeling and optimization for 3D-stacked
ICs [51], [52], [53]. These papers include attempts to hand-pick
a test flow or select a test flow based on explicit enumeration of
a few candidate test flows. However, prior work does not pro-
vide any means for systematically exploring (e.g., through im-
plicit enumeration) the solution space of all possible test flows
and reporting the test flow that minimizes test cost.

5.1 Cost Model
Test-cost optimization for 3D-stacked ICs was considered in

Ref. [54] using a cost model that takes into account various test
costs at each step of the stacking process. The model is generic
and flexible in that it provides placeholders for different test costs
that are typically incurred during 3D integration. The proposed
model can be adapted for wafer-to-wafer (W2W), die-to-wafer
(D2W), and die-to-die (D2D) stacking. A heuristic procedure is
described that is guided by a matrix-partitioning problem. The
results highlighted the impact of various parameters on test cost
and test-flow selection.

Figure 14 sketches a typical integration of three dies to form
a stack. This process involves incremental stacking of one die at
a time. During testing of a stack, tests targeting faults in either
of the dies present in the stack can be applied. Hence, in addi-
tion to pre-bond testing, a die can be tested at multiple stages of
stacking as well. Moreover, there can be multiple types of tests,
having different fault coverage and test application costs. If a test
with lower cost is selected, that can save expenses upfront, but
the lower fault coverage can result in the stacking of defective
dies, thereby lowering the overall stack yield, and consequently
increasing the overall cost of stack creation. Therefore, test-flow
selection involves selection of the test insertions (also referred to
as test moments in Ref. [51]), and tests that provide the best trade-
off between cost and quality. For this simple example, there exist
23+3+2 = 256 different combination of test insertions: tests for
Die 1 and Die 2 can be applied at all the three stages and there
are two stages in which tests for Die 3 can be applied. Moreover,
for each selection of insertions, there are different ways in which
tests can be selected out of a given test set. It can be easily shown
that the test insertions can be selected in O(2l2 ) possible ways,
where l is the total number of dies in a stack. The optimization
problem rapidly becomes intractable with the addition of dies,
and because of the added complexity associated with selection of
tests. If we consider inter-die interconnect tests, even more test
flows are possible. An important goal is to minimize the total cost
that includes test cost and the part of manufacturing cost that is
affected by yield and test escapes.

A subset of the notation used in Ref. [54] is shown in Table 4
and Table 5 for the given parameters and the unknown variables,
respectively, that are used in the model described in Ref. [54].
Constrained by the availability of space, we illustrate the model
using a simple example of a stack consisting of two dies. Sup-
pose that the fault coverage of the pre-bond test chosen for Die 1
(Die 2) is f b1 ( f b2) and that for the post-bond test is f1 ( f2). For
simplicity, we do not account for interconnect testing in this ex-
ample. Depending on whether pre-bond tests are applied, Table 6

Table 4 Table describing the given parameters used in the cost model [54].

Symbol Meaning

Parameters related to pre-bond testing
l Total number of dies in the stack
Di ith die in the stack

DCi Manufacturing cost of each instance ofDi

ni Number of instances ofDi manufactured.
λi Yield for dieDi.

Parameters related to stack testing
Sk A stack of diesD1,D2, ... Dk , 2 ≤ k ≤ l. The stack Sk is partial

for k < l.
S Ck Manufacturing cost of each instance of Sk

ωik The component of bond yield of stack Sk related to defects in-
duced in die Di during the stacking of Sk . The overall bond
yield for stack Sk is given by

∏k
i=1 ωik.

PC Cost of packaging and testing a full stack

Table 5 Table describing the unknown variables used in the cost model [54].

Symbol Meaning
n′i Number of instances ofDi that are available for creating Si.
mk Number of instances of Sk manufactured
m′k Number of instances of Sk that have been detected to be fault-

free after stack testing.

Table 6 Table showing the number of instances available dies after pre-
bond testing.

Case
Pre-bond test n′i

Die 1 Die 2 Die 1 Die 2

Case 1 X X n1 n2

Case 2 � X n1 · λ f b1

1 n2

Case 3 X � n1 n2 · λ f b2

2

Case 4 � � n1 · λ f b1

1 n2 · λ f b2

2

Table 7 Table showing the number of instances of fault-free stack remain-
ing after stack testing for Case 3 in Table 6.

Case
Post-bond test

m′
Die 1 Die 2

Case 1 X X m2 = min{n1, n2 · λ f b2

2 }
Case 2 � X m2 · (ω12 · λ1) f1

Case 3 X � m2 · (ω22) f2

Case 4 � � m2 · (ω12 · λ1) f1 · (ω22) f2

shows values of n′i for both the dies. The number of instances of
stack S2 created after stacking is m2 = min{n′1, n′2}.

For each of the cases listed in Table 6, there exist four dif-
ferent cases based on the decisions taken for applying post-bond
tests. For Case 3 in Table 6, we list these four cases in Table 7
and show the number of fault-free stacks remaining after applying
stack test for each case. Based on the cases chosen for pre-bond
test and post-bond test, the final cost of manufacturing and test-
ing IC differs. For example, on choosing the Case 3 from Table 6
and the Case 2 from Table 7, the final cost can be computed as
n1 ·DC1 + n2 · (DC2 + b2)+m2 · S C2 +m2 · t1 +m′2 · PC, where b2

and t1 are the costs associated with the selected pre-bond test for
D2 and post-bond test for D1, respectively. The objective of the
optimization problem is to find a test flow with minimum cost of
manufacturing and testing the IC.

5.2 Experimental Results
Experiments were run on stacks consisting of more than three

dies. Different test costs and corresponding fault-coverage val-
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Fig. 23 Effect of varying die yield on pre-bond test selection under (a) low
pre-bond test cost, and (b) high pre-bond test cost [54].

Fig. 24 Fraction of all possible test insertions selected as a function of die
yield for a stack with eight dies [54].

ues were arbitrarily chosen for these experiments. Figure 23 (a)
depicts the effect of varying die yields on the fraction of dies to
which pre-bond tests were applied. The die yields for all dies are
swept from 0.5 to 0.95. The bond yields are fixed in a range of
0.9 to 0.95. For low values of die yield, the number of dies tested
pre-bond is usually higher. Note that a cost-effective solution to
a test-flow selection problem depends on the problem instance;
therefore, a generic rule cannot be established that all dies with
low yield must always be tested before stacking. This is also
highlighted by Fig. 23 (a). Those dies that are not tested before
stacking at low values of die yield, are tested later after stacking.
The optimization tool decided to skip pre-bond tests for dies at
low die yield values because it was able to find cost-effective tests
downstream in the stacking process instead of investing heavily
on pre-bond tests for faulty dies upfront. Experiments were re-
peated by doubling the cost of pre-bond tests. The results are
shown in Fig. 23 (b). The fraction of dies chosen is less in this
case, further highlighting the importance of a cost-analysis tool.
Figure 24 shows that, as expected, the fraction of test insertions
chosen decreases with increasing die yield.

In an another experiment, bond yields are varied from 0.5 to
0.95 after fixing the die yields to high values (in a range of 0.9
to 0.95). On plotting the fraction of selected stack test insertions
against bond yield values (Fig. 25), it was found that as the bond
yield increases, the number of selected stack test insertions de-
creases.

The heuristic method is also compared with an exhaustive enu-

Fig. 25 Effect of varying bond yield on stack test selection [54].

meration procedure for stacks with up to 10 dies. According to
the results reported in Ref. [54], exhaustive enumeration is not
feasible for these large designs, and the heuristic method reported
far better results when the former was restricted to run for 3 hours
of CPU time.

6. Conclusions

Despite the benefits of 3D ICs, their manufacturing cost is a
major showstopper preventing high-volume manufacturing of 3D
ICs. Test is among the most important important factors affecting
manufacturing cost. Therefore, traditional test methods must be
evaluated and adapted, and new test techniques developed, for 3D
ICs in order to reduce cost and increase product quality.

This survey paper covered a variety of different 3D test tech-
niques. We presented methods for pre-bond TSV testing an re-
pair, including BIST-like methods and methods based on TSV
probing. Since there are multiple ways of stacking dies, such as
wafer-to-wafer, die-to-wafer, and die-to-die stacking, it is neces-
sary to determine the stacking strategy in order to optimize the
stack yield. Another aspect of 3D test we focused on is opti-
mization of design-for-test and test scheduling. This includes (a)
design of stack-level test architectures, (b) retiming for recover-
ing the latency added by wrapper cells, (c) robust optimization of
die-level test-access architectures, (d) TSV repair through redun-
dant TSVs, and (c) interposer testing for 2.5D ICs. Test cost is
also affected by the choice of the test flow during 3D integration.
Therefore, we have presented cost modeling for a 3D test flow
and an efficient heuristic that that solve the test-flow-selection op-
timization problem for a large number of dies in a 3D stack.
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