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Abstract: To improve reliability of IP networks against link/node failure, several IP fast reroute schemes have been
proposed so far. They proactively compute backup paths and activate them when failure occurs to prevent packets from
losing at the failure link/node. However, it is known that network performance considerably degrades in the failure
state of IP fast reroute schemes, because congestion hot spots often appear near the failure link/node. In this paper, we
propose a reactive load balancing method that can be applied to the major IP fast reroute schemes that covers single
failure. Our scheme works when an IP fast reroute scheme is activating its backup paths, and reduces the degradation
of network performance due to failure. In our load balancing scheme, with the overhead of a few bit field on packet
header, we can largely reduce the performance degradation in the failure state and mostly keep the throughput as it was

in the normal state where no failure exists.
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1. Introduction

The Internet has grown as an essential social infrastructure in
the world, for which high-level reliability is required. Even a
short-time disruption of the network may reflect on significant
cost because various indispensable communications depend on
this high-speed network. However, when a link or a node failure
occurs in an IP network, it is difficult to avoid service disruption
for a certain time as long as we deploy a traditional routing proto-
col such as OSPF [1] and IS-IS [2]. Unfortunately, the frequency
of failure is not low enough to be negligible, as Ref. [3] reported.

To augment reliability of IP networks, several IP Fast Reroute
(IPFRR) techniques have been proposed [4], [5], [6]. They proac-
tively compute backup paths and activate them when failure oc-
curs to prevent packet loss at the failed links or nodes. Typically,
they cover every single link or node failure, so that path disrup-
tions in an IP network can be eliminated in every single link or
node failure scenario. These IPFRR schemes complement the
network performance during the failure state, i.e., during the time
period until the failure is recovered.

However, with IPFRR schemes, it is known that using backup
paths in face of failure brings congestion on links around failure
that degrades the performance of the network [7]. Even if the net-
work resources may be insufficient in failure state, it is strongly
desired to reduce the degradation level of network performance.

In this paper, we propose a reactive load balancing method that
works in the failure state of IPFRR schemes. Namely, the pro-
posed method tries to reduce the degradation of network perfor-
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mance in the time period in which IPFRR is activating its backup
paths. When a congestion occurs around the failure, our method
utilizes unused backup paths of the employed IPFRR scheme to
make a part of traffic escape from the congestion. With this two-
level rerouting, we make use of unused resources of the network
around failure to reduce degradation of network performance.
Through traffic simulation, we show that the network through-
put in case of failure is significantly improved to be a comparable
level to the normal state where failure is not present. Note that
this proposal is the first load-balancing method that works over
full-coverage IPFRR schemes, which covers every single link or
node failure, such as NotVia and FIFR.

This paper is organized as follows. In Section 2, we de-
scribe several major IPFRR schemes that cover single failure,
and present several existing approaches for load balancing over
IP networks as well as over IPFRR schemes. In Section 3, we de-
scribe the proposed method in detail, and give the results of our
traffic simulation in Section 4. Finally, we conclude the work in
Section 5.

2. Load Balancing in IP Fast Reroute Schemes

2.1 IP Fast Rerouting and Their Modeling

To augment reliability of IP networks against failure, many IP
fast reroute (IPFRR) schemes have been proposed. We first de-
scribe the literature of IPFRR schemes as an underlying technol-
ogy of the proposed method.

IPFRR is a scheme that proactively computes backup paths to
prevent packet loss due to failure. In IPFRR, if a router detects
the failure of the next-hop link (or node), the backup paths are
immediately activated to forwards packets, instead of forward-
ing them to the failed components. In the early days of IPFRR
studies, simple methods such as LFA (Loop-Free Alternate) were
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Fig.1 Model of IP Fast Reroute schemes.

proposed [19]. They proactively prepare alternative next-hops to
forward packets when the primary next-hop is unavailable due to
failure. However, because every backup path is 1-hop long, they
cannot cover every single link or node failure.

Currently, one of the well-agreed goals of IPFRR is to cover
a single link/node failure with low overhead. Several schemes
that achieved single-failure coverage are proposed so far. One of
the major approaches for such IPFRR schemes is the tunneling
approach such as NotVia[5], [8], [9]. NotVia computes a tun-
nel in advance for every single-failure scenario i.e., for protection
against single-node failure, so that every node has its tunnel that
reaches the next-next-hop node on the shortest path without vis-
iting the next-hop failure node. When a packet meets failure, the
packet is encapsulated and is forwarded into the tunnel to bypass
the failed component.

Another major approach is the two-table approach, in which
the secondary routing table is proactively computed to be acti-
vated in case of failure. FIFR (Failure Inferencing based Fast
Rerouting) [4], [10] would be the representative proposal in this
approach, which covers every single link/node failure scenario.
In FIFR, routers infer failure according to the in-coming network
interfaces of packets, i.e., if a packet for a destination arrives from
an unusual interface, the packet is forwarded using the secondary
routing table to avoid the failure node. To improve the computa-
tional cost of FIFR, Xi et al., proposed a time-efficient algorithm
to compute the secondary routing table [11].

As an extension of the two-table approach, SBR (Single
Backup-table Rerouting) was proposed [6], [12], [13]. SBR,
which covers single link/node failure scenarios, achieved to pre-
vent packet loops in case of multiple-failure to improve reliability
of networks by utilizing a 2-bit field on packet header.

In this paper, we present an integrated model that accounts for
most of those IPFRR schemes that covers single link/node failure,
in order to propose a general method that can be applied to many
IPFRR schemes. In this model, (i) we first assume that every node
uses a shortest-path based algorithm to compute the primary rout-
ing table, and (ii) every node has a backup path to forward packets
without visiting the next-hop link or node. Also, (iii) the travel-
ing paths of packets in these schemes can be splitted into three
sections as shown in Fig. 1. Namely, the first section is the path
along the shortest path that is used by the packets that have not
met failure, the second section is the path along the backup rout-
ing configuration that is used after packets meet failure, and the
third section is the path along the shortest path that the packets es-
caped from the second section use to reach their destination. We
call those three sections as normal, backup, and finish sections,
respectively.
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We hereafter assume this integrated model rather than treat-
ing each individual IPFRR scheme in order to propose a general
framework of load balancing for IPFRR schemes.

Note that, MRC (Multiple Routing Configuration) [30] is also
known as an IPFRR scheme that covers any single link or node
failure. However, the framework of MRC is far capable than
our IPFRR model so that it is not involved in our study. MRC
computes multiple trees over the network, and consequently each
node has multiple next-hops for a single destination. MRC po-
tentially is more capable than NotVia, FIFR, and SBR that are
included in our model, in exchange for its heavy overhead. Due
to its capability, it is reported that MRC has good load-balancing
performance in presence of failure [31]. However, as is men-
tioned here, MRC requires too heavy overhead for practical use.

2.2 Related Work on Load Balancing in IP Networks

Several load balancing methods have been proposed for
shortest-path based IP networks, which is independent of IP fast
reroute schemes. We first introduce these load balancing methods
because they are deeply related to the load balancing mechanisms
over IP fast reroute schemes.

For instance, Anti¢ et al., proposed TPR (Two Phase Rout-
ing) [14], which distributes traffic into several paths using inter-
mediate nodes, i.e., TPR once forwards packets to some interme-
diate nodes using IP tunnels and then forwards them to their des-
tinations using normal shortest paths. Mishra et al., proposed S-
OSPF (Smart-OSPF) [15], in which the source node of a flow dis-
tributes traffic to its neighbor nodes to balance traffic load among
those neighbors, i.e., among the shortest paths that start from the
neighbors to the destination. They work effectively with rela-
tively low overhead. However, in case of failure under IPFRR
schemes, they do not work well immediately because they have
to decide the ratio of traffic to distribute among several possible
paths, based on the measured traffic load given as the demand ma-
trix of the network. Namely, when a failure occurs, they first have
to measure the traffic load over the network, and then compute
the optimal distribution ratio. This process naturally brings con-
siderable delay before these load balancing schemes work, even
though IPFRR schemes achieve recovery from failure as quick as
50 msec.

There is a few load balancing method that works in the fail-
ure state of IPFRR schemes. They introduce mechanisms simi-
lar to TPR [14] and S-OSPF[15] into the failure state of IPFRR
schemes. Ho et al., proposed a new IPFRR scheme that in-
corporates load balancing function, in which packets are dis-
tributed to several intermediate nodes using IP tunnels when a
flow meets failure [18]. Wang et al., presented a load-balanced
IPFRR scheme based on LFA, which distributes traffic over mul-
tiple alternative next-hops in face of failure [17]. Because they
distribute traffic among multiple backup paths, they require op-
timization processes to control traffic distribution over multiple
backup paths, resulting in the heavy computational load and the
delay that is required to obtain a traffic demand matrix. Another
drawback of these methods is that they cannot cover even a single
link or node failure, because they are based on relatively simple
IPFRR strategies such as naive tunneling or LFA.
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With full-coverage IPFRR schemes that cover any single link
or node failure such as NotVia, FIFR, and SBR, few load balanc-
ing mechanisms have been proposed. Arai et al., proposed a load
balancing method to utilize backup paths of IPFRR not only in
the failure state, but also in the normal state to provide a load bal-
ancing function [29]. They distribute traffic into both the primary
and the backup next-hops at each node, in which an optimized
distribution ratio of traffic is applied at each node so as to mini-
mize the maximum congestion ratio over the network.

As another approach, Hara et al., also proposed a method for
load balancing in the normal state of IPFRR schemes [16]. Differ-
ent from [29], they basically use the shortest-path-based routing
unless traffic load exceeds the capacity in some links because net-
work operators usually manage their networks using shortest-path
based routing. Not to change the usual operation as less frequent
as possible, they use backup paths only in face of congestions.

In their scheme, every node monitors congestions through ob-
servation of the output queue lengths, and when a congestion is
detected in the primary link, packets are rerouted into the corre-
sponding backup path. Note that the rerouted packets may cause
other congestion. If a congestion caused by rerouting packets
invokes another rerouting of packets, this endless chain of rerout-
ing leads harmful confusion over the network. To prevent this,
the rerouted packets are given less priority than the original (un-
rerouted) packets, and they are dropped by priority in face of con-
gestion. This method enables us to utilize backup paths effec-
tively in the normal state. However, their load balancing mecha-
nism does not work in the failure state because backup paths are
occupied to protect routes against failure and are not available for
load balancing.

In the current state of the art, no load balancing method that
works in the failure state in full-coverage IPFRR schemes has
been proposed. In the full-coverage schemes, only one backup
path for a destination is generally available against any single
link or node failure. Thus, instead of the optimization process
that controls traffic distribution among several backup paths, we
require a new mechanism to distribute traffic within the limited
number of backup paths.

In this paper, we propose a load balancing method for full-
coverage IPFRR schemes. Our method is the first proposal to
provide a load-balancing function during the failure state in full-
coverage IPFRR schemes. In our method, in face of failure, we
not only repair the failed paths using the corresponding backup
paths, but also we reduce congestions caused by the rerouted traf-
fic, by using the backup paths whose start nodes are on the backup
paths that the rerouted packets travel. Our method provides a load
balancing function over the limited number of backup paths with-
out any optimization processes.

2.3 Base Load Balancing Scheme over IPFRR Schemes

In this section, we give an in-depth description of the load bal-
ancing scheme of Hara et al. [16] since the method that we pro-
pose in this paper is an extension of their method.

As mentioned in Section 2.1, packets in [PFRR schemes travel
through the three sections of the forwarding paths. In Ref.[16],
they utilize a 2-bit field in the packet header to mark packets so
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as to distinguish the sections in which they are belonging to. We
call this mark the state of packets, and the states corresponding to
the three sections of backup paths are called as normal, backup,
and finish states.

For the mechanism of Ref. [16], see Fig.2. When a packet of
normal state meets congestion at router 1, it is forwarded into the
backup section with its state changed to backup state. To detect
congestion at router 1, the router watches the length of the output
queues: if the queue length for the primary next-hop interface is
longer than threshold T, the router detects the congestion, and
enqueue the packet into the queue of the backup interface (See
Fig. 3 (a) for the behavior of router 1.). When a packet of backup
state reaches the end of the backup section (at router 5 in Fig. 2),
the state is changed to finish state and the packet is forwarded
along the shortest path to reach its destination.

As we mentioned in Section 2.2, the packets forwarded into
the backup section may cause other congestions. To prevent the
harmful influence of this rerouting chain, their scheme gives less
priority to the backup-state packets to make them dropped as soon
as they meet a congestion again. For the specific mechanism,
see Fig. 3 (b). When the backup-state packets reach Router 3, if
the queue length for the backup-path interface, which connects
to Router 4, is longer than threshold 7,(< T}), the backup-state
packets are silently dropped because of their less priority. It is
shown in Ref. [16] that, due to this priority control, their scheme
scarcely reduces the performance of the original flows (i.e., flows
that are not rerouted) in both delay and throughput even in a high-
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load network.

In multipath load balancing schemes, we have to be careful to
prevent loops of packets. In this scheme, if we allow reroutes
for finish-state packets (i.e., if we allow packets to be rerouted
more than once), it may cause routing loops in case of multi-
ple congestions or failures. To prevent these harmful loops, we
should prohibit reroutes of finish-state packets, or, as is proposed
in Ref.[16], we may limit the number of reroutes that a packet
can experience.

3. Load Balancing Method for Failure State

3.1 Basic Idea

We propose a reactive load balancing method that works in
the failure state of IPFRR. As base IPFRR schemes, we assume
the integrated model of IPFRRs described in Section 2.1 and
Fig. 1. Therefore, the proposed method works over most of the
full-coverage IPFRR schemes including NotVia, FIFR, and SBR.
In this model, we assume that every node has a single backup
path for each destination to forward packets without using the
next-hop node (or link) along the shortest path. Note that, in our
model, no further backup path is available for the packets in a
backup section, because they are travelling with the backup (i.e.,
secondary) routing configurations and the third routing configu-
ration does not exist in our model.

Our method is designed as an extension of the mechanism of
Ref. [16]. Our basic idea is to allow secondary rerouting of pack-
ets to reduce congestion caused by the rerouting packets coming
from failure. Similar to Ref. [16], our concept is to provide a load-
balancing function in the failure state of IPFRR while preserving
usual network behavior of the shortest-path-based IP routing un-
less congestion does not present. In other words, our method
adds a load-balancing function to existing IPFRR schemes with-
out changing the forwarding paths of the original routing paths
as long as possible, so that network operators have less cost to
employ the method. In the failure state, the IPFRR scheme for-
wards packets into the backup paths at the failure point to avoid
the failed node or link. Note that these packets that are forwarded
into backup paths may invoke another congestion. Only if such
congestion occurs in the backup paths, our mechanism works; it
uses backup paths again at the congested point to reduce packets
going into the congestion. Here, our idea to reduce the conges-
tion is to change the forwarding paths of the packets that do not
use the failed component but travel around the failure.

The idea of this two-level rerouting is illustrated in Fig.4. As-
sume that the failure of link (1, 2) occurs and accordingly that the
packets in the flows that primary next-hop is node 2 (such as flow
1 in Fig. 4) are forwarded into the backup section at node 1 using
the mechanism of IPFRR. Also assume that the rerouted pack-
ets arrive at node 3 and link (3, 4) is congested as a result. (Note
that there may be more than one congested links such as (3,4)
because more than one flows may reroute packets due to the fail-
ure.) With the conventional method [16], the rerouted packets are
likely to be dropped with high probability because the rerouted
packets are given less priority. This leads the result that only a
limited part of rerouted packets can be saved by IPFRR, which
degrades the network performance in the failure state.
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Fig. 4 Two-level rerouting in the proposed method.

In contrast, our method adds the mechanism of two-level
rerouting that achieves load-balancing function in the scheme.
Our method allows node 3 in Fig.4 to reroute a part of pack-
ets in other flows (such as flow 2) that has been using the con-
gested link (3,4) as their primary paths. This secondary rerout-
ing makes room on link (3,4) for the rerouted packets of flow
1 that come from router 1, which shrinks the congestion on link
(3,4). Note that the secondary rerouted flows like flow 2 may
have different destinations as flow 1. So, if another link (1, 3)
or (4,5) is congested, we would find the flows (like flow 2) that
can shrink the congestion by rerouting a part of their packets at
node 1 or 4, respectively. That is to say, we utilize the resources
of the secondary backup paths to reduce the degradation of net-
work throughput that is caused by the congestion coming from
the rerouted flows in the failure state.

Note that we do not allow the third reroutes, in order to pre-
vent the harmful chain of congestion. This is because reroutes
of packets include both benefits and risks over the performance
in communications; if we allow higher-level reroutes (i.e., more
than secondary reroutes), then the throughput may be improved
by utilizing the backup paths of larger number of nodes, while
the redundant rerouted traffic that may degrade communication
quality increases in the wider area of the network. Because we
regard it important to clarify the benefit of the proposed method
with the most elementary condition, we in this paper examine the
two-level case first. Consequently, we give less priority to the sec-
ondary rerouted traffic (e.g., packets in flow 2 rerouted at node 3
in Fig.4) in the same way as Ref. [16] to have them immediately
dropped on the congested link (6, 7), to prevent effecting on flow
3, which uses link (6, 7) in its primary path.

3.2 State Transitions

In the conventional scheme [16], they use three states (i.e., nor-
mal, backup, and finish) of packets to perform priority processing
of packets. In our scheme, because we have to distinguish the
primary rerouted packets from the secondary ones, we introduce
another state: when a packet is rerouted due to failure (i.e., the
first-level rerouting is invoked at router 1 in Fig.4), the packet
state changes to backup state. In addition, when a packet of nor-
mal state is rerouted due to the followed congestion, (i.e., the
second-level rerouting invoked at router 3 in Fig.4), the packet
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Table 1 Forwarding rule of proposed scheme.

Conditions Operations
packet state|failure|queue length| forward to state change
normal No | I(p)>T, |backup Path To secondary
T, > l(p) |primary path -
Yes - backup path To backup
backup No I(b) > T, drop -
T, > I(b) |backup path -
Yes - drop -
secondary | No I(b)>T, drop -
T, > I(b) |backup path -
Yes - drop -

* I(p): queue length for primary path, /(b): queue length for backup path
* “Failure” means the failure existence on primary nexthop for normal-state
packets, on backup nexthop for backup- or secondary -state packets.

state changes to secondary state.

Note that we in this paper do not distinguish the backup sec-
tion of the rerouting path from the finish section; both sections
in the first-level reroute correspond to the backup state, and those
in the second-level correspond to the secondary state. This is be-
cause, as described in Section 2.3, the role of the finish section in
Ref.[16] is to limit the number of reroutes that a packet experi-
ences. This function plays an important role when we deploy a
load balancing function in the practical scenes, however, to sim-
plify the description of our scheme in this paper, we do not refer
to this function hereafter. Namely, we regard that the backup sec-
tion and the finish section correspond to the same state.

3.3 Packet Priority Control

In our scheme we give each packet a proper priority to pre-
vent the harmful congestion chains as well as to take the fairness
among flows into account.

We first point out that, at the congestion link that caused by fail-
ure (e.g., link (3,4) in Fig. 4), the original flows and the rerouted
flows should be treated equally. It is because failure should be
concealed from users in IPFRR schemes, and consequently those
flows should be fairly processed. Thus, we apply the rule of T}
threshold instead of 7', (as described in Section 2.3 and Fig. 3 (b))
to both the normal- and backup- state packets. It means that the
drop probability of normal and backup packets (i.e., the normal
flow-2 packets and the backup flow-1 packets at node 3 in Fig. 4)
is the same in the congested link.

In contrast, we have to prevent the rerouting chain that causes
harmful congestion so that we limit reroutes within two levels.
Specifically, at the congested link that is caused by the first-
level rerouting (e.g., link (6,7) in Fig. 4), we apply the rule of T,
threshold into secondary-state packets to drop them immediately
when they meet another congestion.

The formal packet forwarding rule is shown in Table 1. This
table shows the behavior of routers when a packet comes in, under
every possible conditions.

3.4 Enabling Secondary Rerouting

In our scheme, we enable the secondary rerouting only when
failure occurs. In the practical scenes of network management,
multi-path load balancing mechanisms include several inconve-
niences such as large jitter or packet reordering. Thus, many net-
work operators would not wish to use load-balancing functions as
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usual. To reduce such degradation of networks in normal state, we
introduce a mechanism to enable the secondary rerouting mecha-
nism only when the first-level rerouting is occurring.

To control the load-balancing function, we introduce a 1-bit
flag for each interface on every router that indicates the load-
balancing is enabled or not. Namely, only if the flag of the pri-
mary link is true (i.e., the flag of the corresponding interface is
true), a normal-state packet that meets congestion on the primary
link is forwarded into the backup section with its state changed to
secondary state.

The 1-bit flag is initially false, and is changed to frue when a
backup-state packet that uses the corresponding interface arrives
at the router. The flag becomes false when no such backup-state
packet arrives at the router in a certain period of time.

4. Performance Evaluation

4.1 Simulation Scenario

We evaluate the proposed method using the ns-2 simula-
tor [20]. As a base IPFRR scheme, we chose a link protection
scheme SBR-LP (Single Backup-table Rerouting - Link Protec-
tion) [13] because SBR-LP is convenient to cooperate with the
proposed load balancing method in that it utilizes a 2-bit field
on the packet header. Note that SBR-LP provides backup paths
against every single link failure, where the algorithm to compute
backup paths is similar to Ref.[11]. We implemented SBR-LP
and the proposed method over SBR-LP on ns-2.

In our evaluation, we designed two scenarios in which two dif-
ferent types of topologies are used. In scenario 1, we use ran-
domly generated topologies that model the Internet. In scenario
2, we use topologies of real networks retrieved from a public
database.

We first describe scenario 1. The topologies used are random
networks of Waxman [21] model topology generated by topology
generator BRITE [22], where the number of nodes is 30 and that
of links is 60. The bandwidth of every link is 1.0 Mbps and its
transmission delay is 1 msec. Note that, although the link speed
is extremely low compared to the practical networks, we can es-
timate the throughput of high-speed networks because the perfor-
mance is in proportion of link speed. We generate CBR (Constant
Bit Rate) flows randomly, i.e., we select a source and a destina-
tion node randomly from the network. The packet size is 1 Kbytes
and the transmission rate of every flow is 200 Kbps. The output
queue size is as large as 50 packets. Threshold T} and T is set
at 10% and 100% of the queue capacity, respectively. We vary
the number of flows generated between 20 and 150 with inter-
val of 5. For each case of flow numbers, we performed 30 trials
of the simulation; we use 5 different random topologies with 6
different random seeds and compute the average of them. Note
that the number of generated flows is relatively small compared
to the number of node pairs in the network. As is often seen in
the practical scenes, our scenario simulates the situation where
traffic amount varies among node pairs, by generating only domi-
nant flows randomly in the networks. The overview of simulation
settings in scenario 1 are shown in Table 2.

On the other hand, in scenario 2, evaluation is done through
simulations using real network topologies. We used five topolo-
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gies, Telstra, EBONE, Tiscali, Exodus, and Abovenet, obtained
from topology database site Rocketfuel [23]. We set the band-
width of every link to be in inverse proportion to its weight.
Specifically, the link bandwidth is set to 5/weight Mbps. Flows
are generated in the configuration similar to scenario 1. The trans-
mission rate of every flow is 200 kbps. The packet size is 1 Kbytes
and the output queue size is as large as 50 packets. Threshold T
and T, are set at 10% and 100% of the queue capacity, respec-
tively. We vary the number of flows generated between 50 and
150 with interval of 10. For each case of flow numbers, we per-
formed 12 trials of the simulation with different random seeds.
The overview of the simulation settings in scenario 2 is shown in
Table 3.

In both scenarios 1 and 2, we measure the performance in case
of single link failure. For this purpose, we generated flows at 1
second from start, and made a single link failure randomly 5 sec-
onds later. We measured the throughput of two 4-second periods
in both before and after the failure occurs; the measurement is
done in the time period between 2—-6 seconds from start as the

Table 2 Simulation settings in random networks.

Item Value

Topology Waxman Model
#Nodes 30

#Links 60

Link Bandwidth 1.0 Mbps

Link Delay 1 msec

Flow Type CBR

Rate of a Flow 200 kbps

Packet size 1 kbytes

Output Queue size | 50 packets
Threshold T} 10% of queue size
Threshold T, 100% of queue size
#flows 20-150

Table 3 Simulation settings in rocketfuel networks.

Item Value

ISP Name Telstra | EBORN | Tiscali | Exodus | Abovenet
#Nodes 104 87 161 79 138
#Links 151 161 328 147 372
LinkBandwidth 5/ link weight Mbps

Link Delay Obtained from Rocketfuel

Flow Type CBR

Rate of a Flow 200 kbps

Packet size 1 kbytes

Output Queue size | 50 packets
Threshold T 10% of queue size
Threshold T, 100% of queue size

performance of the normal state, and in the time period between
7—-11 seconds from start as that of the failure state. Note that,
we did not measure the throughput of all flows: we measured the
throughput of the flows that are affected by the failure. Specifi-
cally, we define the affected flows as the flows whose packets are
rerouted by the proposed scheme in the failure state, and mea-
sured the throughput of them to compare the performance of two
schemes.

4.2 Results
4.2.1 Random Topology Scenarios

We describe the result of scenario 1. Figure 5 shows the aver-
age throughput of the affected flows for each case of flow numbers
in the failure state. The throughput is shown as the ratio compared
to the throughput in the normal state, i.e., 100% means the same
throughput as the normal state. Although the throughput of the
conventional method (i.e., SBR-LP) decreases as the flow number
increases, the throughput of the proposed method keeps the same
level. Note that in several cases the throughput of the proposed
method in the failure state is larger than the normal state, i.e., it
exceeds 100% in Fig.5. This is because the proposed method
can reduce the level of the congestion that had been occurring in
the normal state, because the secondary reroutes work only when
failure occurs due to the mechanism described in Section 3.4.

Figure 6 indicates the average link occupancy of each case of
flow numbers in the normal state, and Fig.7 shows the ratio of
rerouted flows, i.e., the ratio of the flows that did not experience
reroutes, that experienced reroutes caused by failure, and that ex-
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Fig. 5 Throughput with various random network load (average of 30 trials).
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perienced reroutes caused by congestion, in the failure state of the
proposed scheme. These figures show that the flows rerouted due
to congestion increase as the link occupancy grows, and accord-
ingly the difference of throughput between the conventional and
the proposed schemes grows larger. Also, note that the average
link usage is less than 50% throughout the evaluation. It indicates
that, although networks are usually designed with adequate mar-
gin in link capacity, congestion may occur in the failure state and
the proposed method works effectively in such situation.

Figure 8 shows the time series of throughput measured with
0.2 second interval, in a typical case of the 150-flow scenarios.
As the figure shows, the throughput of SBR-LP degrades imme-
diately when failure occurs, while the proposed method keeps
the same level of throughput. It shows that the proposed scheme
works immediately after failure without delay. Note that the
throughput of the proposed method in a few second just after fail-
ure is a little lower than the following several seconds. This is
caused by the queuing delay that rapidly increases when failure
occurs due to the congestion on the backup paths. Although the
effect of the queuing delay is kept in a few second in this scenario,
the queuing delay in practice will shrink significantly as the link
speed is far larger than that. Note that in this period of time the
throughput also fluctuates a little larger than usual. This is be-
cause several backup paths work even under a single failure, and
each backup paths have different queuing delays.

Figure 9 shows the ratio of drop packets of the affected flows
in the same scenario. Although there are several exceptions, most
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flows reduce the drop packet ratio compared to SBR-LP. This is
the gain brought from the secondary rerouting.
4.2.2 Real Topology Scenarios

We describe the result of scenario 2. Figures 10-14 show the
throughput of the affected flows in the failure state in each of five
topologies. Same as Fig.5, these figures show the ratio of the
throughput in the failure state compared to the normal state.

Throughput of the proposed method is higher than SBR-LP in
all topologies. These results show that the proposed method is
also effective in the real topology. On the other hand, the per-
formance of both SBR-LP and the proposed method is quite dif-
ferent in different networks. Although we could not find any re-
lation between topology characteristics and the performance, the
results show the range of performance under variations of net-
work topologies.

In both SBR-LP and the proposed method, there are the cases
where the throughput after failure exceeds the throughput before
failure. In SBR-LP, such a case occurs when the rerouting packets
reduce the traffic in the shortest paths, and consequently reduce
congestion in these paths. In the proposed method, this tendency
goes greater than SBR-LP. This is because the secondary rerout-
ing in the proposed method often reduces the congestion that has
been occurring before failure.

4.3 Discussion

We proposed a load balancing method for the failure state
of IPFRR schemes. In the state where packets are rerouted
by IPFRR against failure, the proposed method further reroutes
packets at the congested points that are caused by the rerouted
packets, using the detour paths of IPFRR schemes to shrink the
congestion. Through the evaluation, we confirmed that the pro-
posed method reduces the congestion that occurs in the backup
paths, and prevents the degradation of throughput performance in
case of a single failure.

Note that, although the proposed method shrinks the conges-
tion that occurs on backup paths using secondary rerouting, the
proposed method compels flows that are not directly affected by
link failure to reroute. Thus, the proposed method may cause
larger jitter and packet reordering, which may degrade communi-
cation quality.

Through the simulations, we have shown that the throughput
in the failure state is as large as, or more than that of the nor-
mal state with the proposed method. Throughput is actually the



Electronic Preprint for Journal of Information Processing Vol.22 No.3

Telstra (Australia)

130 130

EBONE (Europe)

Tiscali (Europe)

CSBR-LP  m Proposed

T T T T
50 60 70 80 90 100 110 120 130 140 150 50

120 120 -

110 110

100

100 -
90 90

80 - 80 —

Throughput after Failure [%]

70 - 70

Throughput after Failure [%]

60

60 70 80
The Number of Flows d
Fig. 10 Throughput in Telstra network.

Exodus (US)
130
DO SBR-LP  m Proposed

120

110

100 - B -

Throughput after Failure [%]

50 60 70 80 90 100 110 120 130 140 150
The Number of Flows Generated

Fig. 13 Throughput in Exodus network.

most important criterion to measure network performance, and so
the proposed method is proved to be effective to improve the net-
work performance. However, the degradation of communication
quality from the viewpoint of jitter and packet reordering is not
negligible.

For this kind of quality degradation, several methods that re-
duce the harmful influence of packet reordering have been pro-
posed in the literature. In general, in this area of research, the
granularity of load distribution has been discussed as one of the
essential tradeoff issues; if we distribute traffic in the per-packet
fashion, the effect of reordering goes significant, and if we do it
with larger granularity, the load balancing performance degrades.
One of the major methods to reduce the effects of reordering is
to use the granularity of flows instead of that of packets, using a
hash function [24], [25]. Several studies provide more sophisti-
cated packet manipulations for traffic distribution that are robust
against packet reordering [26], [27]. New TCP protocols to en-
dure packet reordering are also presented [28]. One of the future
tasks is to apply them to the proposed method, and evaluate the
performance against packet reordering.

5. Concluding Remarks

In this paper, we proposed a reactive load balancing scheme
to reduce degradation of network performance in the failure state
of IPFRR schemes. Our scheme works over most of the major
IPFRR schemes that cover single failure, and reuses their backup
paths reactively to distribute traffic into wider area of networks
around the failure component. Therefore, it requires small over-
head of packet marking compared to the existing load balancing
techniques that instead requires the overhead of estimating traffic
matrix. The evaluation using a network simulator clarified that
we can achieve at least the same level of the throughput as the

© 2014 Information Processing Society of Japan

[SBR-LP M Proposed

90 100 110 120 130 140 150 50 60 70 80

The Number of Flows Generated

Fig. 11 Throughput in EBONE network.

130

DSBR-LP  mProposed

1

90 100 110 120 130 140 150

120

110 -

100 -

Throughput after Failure [%]

T T T T 60

The Number of Flows Generated

Fig. 12 Throughput in Tiscali network.

Abovenet (US)
130
[ SBR-LP ® Proposed
120

110

; A

50 60 70 80 90 100 110 120 130 140 150

Throughput after Failure [%]

The ber of Flows G d

Fig. 14 Throughput in Abovenet network.

normal state even in the failure state.

One of the problems in this scheme would be the problem
of packet reordering. If a traditional TCP is used with the
proposed method, the packet reordering degrades the through-
put of flows, which reduce the effect of the proposed method.
Accordingly, one of the future tasks is to apply existing tech-
niques [26], [27], [28] that reduce the harmful influence of packet
reordering, and to evaluate the performance of the proposed
method against packet reordering. One of the essential tasks for
the future is to grasp the level of harmful influence of packet
reordering in comparison with the good aspect of the proposed
method over throughput.
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