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In histopathological diagnosis, a clinical pathologist discriminates between
normal tissues and cancerous tissues. However, recently, the shortage of clinical
pathologists is posing increasing burdens on meeting the demands for such diag-
noses, and this is becoming a serious social problem. Currently, it is necessary
to develop new medical technologies to help reduce their burdens. Therefore,
as a diagnostic support technology, this paper describes an extended method of
HLAC feature extraction for classification of histopathological images into nor-
mal and anomaly. The proposed method can automatically classify cancerous
images as anomaly by using an extended geometric invariant HLAC features
with rotation- and reflection-invariant properties from three-level histopatho-
logical images, which are segmented into nucleus, cytoplasm and background.
In conducted experiments, we demonstrate a reduction in the rate of not only
false-negative errors but also of false-positive errors, where a normal image is
falsely classified as an image with an anomaly that is suspected as being can-
cerous.

1. Introduction

Currently, in histopathological diagnosis, a clinical pathologist makes diagnoses
of normal or lesional tissue based on the microscopic observation of a histopatho-
logical specimen taken from a patient. Such diagnoses are of crucial importance
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in determining the most appropriate treatment for a patient. In diagnosing a
life-threatening cancer, it is essential that the histopathological diagnosis is con-
ducted accurately.

However, recently, because of a serious shortage in the number of clinical pathol-
ogists within Japan, the huge burdens that are being placed on working clinical
pathologists have become an issue of public concern. As of December 31st, 2008,
there were only 1,374 clinical pathologists, representing just 0.5% of all medical
doctors V. Moreover, pathologists who are 50 years old or older accounted for
nearly 55% of the total, and so many of them will reach their mandatory retire-
ment age within a dozen years or so V. It is anticipated that the problem of aging
pathologists will dramatically add to the shortage of clinical pathologist.

Since 1998, in Japan, the number of patients newly-diagnosed as having cancer
is more than 500,000 each year?. In 2004, they reached approximately 650,000,
which is approximately three times the number for 1974%. Accordingly, the
increased demand for histopathological diagnosis associated with the rising num-
bers of cancer patients is placing additional burdens on working clinical pathol-
ogists. Besides, the shortage of pathologist can lead to serious problems, such as
inaccurate diagnoses and diagnosis failures. Thus, it is a crucial issue to develop
new medical technologies to help reduce their burdens, as there are as yet no
prospects of solving the fundamental shortage of pathologists.

Some automatic diagnostic support methods for histopathological diagnosis
have been developed by applying image recognition techniques. Various studies
of automatic cancer diagnostic support based on histopathological micrographs
have involved three steps, such as image preprocessing, feature extraction, and
automatic classification¥). Such conventional technologies use morphological fea-
tures extracted from the individual cells and nuclei which are clipped during
preprocessing. Cosatto, Miller, Graf and Meyer have proposed a technique of
grading nuclear pleomorphism for histopathological micrographs®. They clip
nuclei from histopathological micrographs with hematoxylin-eosin (H-E) stain-
ing, and can classify cancerous nuclei according to some morphological features
of the nucleus, such as area, diameter, and color shading, by using support vector
machine (SVM) learning.

However, in these conventional methods, clipping accuracy has a huge impact
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on the accuracy of the classification. When a histopathological image includes
tissue artifacts, such as crushed tissue due to excessive force from tissue forceps
and/or uneven staining, it is impossible to clip the cells and the nuclei with
accuracy. Accordingly, the morphological features cannot be extracted appro-
priately for automatic classification. In the paper by Cosatto et al.®, only 70%
of the nuclei were clipped with the correct contour, with 30% of the nuclei be-
ing unclipped and thus excluded from the feature extraction process. Naturally,
if there were cancerous nuclei within the excluded portion, they would not be
classified as anomaly. On the other hand, a clinical pathologist can diagnose
histopathological specimens even when they include such artifacts. It is difficult
to realize a technique of automatic classification for all the cells and nuclei within
histopathological image based on conventional methods that involve the clipping
process and the morphological model-based featre extraction.

In order to overcome these problems, we have proposed histopathological di-
agnostic support method ® using higher-order local autocorrelation (HLAC) fea-
tures V. Using this method, histopathological images that might be cancerous are
classified as anomaly without clipping the cells and nuclei. However, the method
had scope for improvement because it yielded considerable levels of false-positive
errors, where a normal image would incorrectly be classified as an anomaly im-
age. In this paper, in order to improve our histopathological diagnostic support
method, we propose an extended method of HLAC feature extraction for clas-
sification of histopathological images. In our previous work®, the general 25-
dimentional HLAC features are simply extracted from the binarized histopatho-
logical images. In contrast, based on the perspectives that the pathologists pay
attention to the aspects of tissue, and a histopathological image has no direc-
tional property, the extended method was developed to extract HLAC features
with rotation- and reflection-invariant properties from three-level histopatholog-
ical images, which are segmented into nucleus, cytoplasm and background.

In conducted experiments using histopathological images of gastric biopsies
taken from patients, we demonstrate automatic image classification of histopatho-
logical images into normal and cancer with high accuracy and a reduction in the
number of the false-positive results.
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2. Proposed Method

An overview of the proposed process flow is shown in Fig.1. The proposed
method consists of two phases, which are the learning phase (as shown in
Fig.1(a)) and the test phase (as shown in Fig.1(b)). We detail the principal
procedures of the proposed method below.

2.1 Three-level Image

A histopathological image with H-E staining consists principally of the nucleus
(blue), the cytoplasm (red) and the background (non-stained). A clinical pathol-
ogist can recognize the nucleus and the cytoplasm in terms of their coloring and
shading, and they reason holistically by utilizing information about the nuclear
area and its diameter, the nuclear-cytoplasmic ratio, the regularity of histopatho-
logical tissue and so on. There, in this paper, we focus only on information of
the nucleus and cytoplasm and incorporate their importance for diagnosis into
the our classification technology. At first, we segment a histopathological image
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Fig.1 Flowchart of proposed method.
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Fig.2 Trinary histopathological images generated within the proposed method.

into three regions of the nuclei, the cytoplasm and the background, as shown in

Fig. 2. Next, we assign three levels to each region according to their respective

importance for diagnosis.

2.1.1 Region Segmentation

(1) Nuclear region
From pre-experimental results, it was discovered that the nuclear region is
significantly different in terms of the R-plane (Fig.2 (b)) compared to the
other regions with the RGB color space. Accordingly, in this paper, we ap-
ply binarization with the Otsu method® to R-plane of a histopathological
image to segment into the nuclear region. As a result, Fig.2 (c) shows a
binarized image with the nuclei (white) and the other regions (black).

(2) Background region
A background region without staining is white in color with the highest
levels of brightness but it does not have any color information. In con-
trast, non-background region, including the nuclei and the cytoplasm, are
mainly stained red color. Thus, we segment into the background region by
using V-plane (Fig.2 (d)), which represents the difference between red and
brightness in the YUV color space. In this paper, we apply binarization
with the Otsu method ® to V-plane of a histopathological image to segment
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Fig.3 Preliminary experimental result.

into the background region. As a result, Fig. 2 (¢) shows a binarized image
with the background (black) and the other regions (white).
(3) Image synthesis
We synthesize a trinary image from these two binarized images. Figure 2 (f)
shows a trinary histopathological image with the nucleus (white), the cy-
toplasm (gray) and the background (black).
2.1.2 Assignment of Three Levels
Instead of pixel values, we defined the level values for each region of trinary
histopathological images. In this paper, we conducted a preliminary experiment
to identify the optimal nuclear level under the fixed conditions of background level
= 0 and cytoplasm level = 2, because information relating to the nucleus is most
important for histopathological diagnosis. Figure 3 presents the preliminary
experimental results which show the rates of false-positive errors, as described
in detail in Section 3.2 below, for normal tissue images across a range of nuclear
levels (2~20). Based on these results, we adopt 14 as the nuclear level with the
minimum number of false-positive errors. Accordingly, the three levels of the
nucleus, the cytoplasm and the background are 14, 2 and 0, respectively.
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E : duplicated pixel for multiplication

B : triplicatied pixel for multiplication

2.2 HLAC Feature Extraction

A general HLAC features” show geometrical features, such as area, contour
and shape of the input image, according to the local autocorrelation as shown
in Fig.4. In this paper, the HLAC features can be extracted as geometrical
features of nucleus and cytoplasm by the proposed three-level image.

Each component of the HLAC features is formulated by the following autocor-
relations:

gNZZf(T)f(T‘i'al)"'f(?“‘i‘aN) (1)

where f is an three-level image of the target histopathological image, r is a
position vector and a; (¢ = 1,---, N) are the displacement vectors. These vectors
are two-dimensional vectors within the image data, whose coordinates are x — y.

The number N represents the order of the HLAC, and this paper adopts N =
0,1,2. When the local displacement is restricted around r, a configuration of 3x 3
pixels forms 35 local mask patterns which take the shift-invariant property into
consideration, as shown in Fig.4. In each mask, “black” represents the pixels
worked on multiplication while “white” represents “don’t care.” Thus, HLAC
feature vectors are 35-dimensional vectors g; (i = 1,-- -, 35) calculated according
to the 35 patterns.

In this paper, we combine some set of HLAC feature vectors according to larger
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mask patterns, as shown in Fig. 5, to extract more features from larger regions,
because a pathologist observes histopathological specimens under a microscope
with multiple viewing fields. A small field is used to observe an individual cell
or nucleus. On the other hand, a wide field is used to assess the regularity of
histopathological tissue. A variable w, as shown in Fig. 5, represents the mask
size. For example, if four values for w are used in extraction, the combined HLAC
feature vectors gwhole Will have 140-dimentional vectors.

2.3 Invariant Feature Transformation

Because a histopathological image has no features in terms of the property of
direction, such as vertical, horizontal and rotation directions, and no heads-tails
differences, the HLAC features are extended to include rotation- and reflection-
invariant properties. The extended HLAC feature vectors z; (i = 1,---,8) are
reconfigured for 8-dimentional vectors with unification of some features as a sin-
gle invariant feature according to Table 1. In this reconfiguration, we consider
a rotation-invariant property with a w/4 rotation that can be designed by the
3 x 3 pixel mask, because a cell and a nucleus in a histopathological image form a
rounded tissue. For example, the mask No.6 as shown in Fig. 4 is rotational sym-
metry of the mask No.7, 8 and 9. Accordingly, their features total one invariant
feature z3, as shown in Table 1.
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Table 1 Invariant HLAC feature transformation.

Hsz‘g?:antilre Basic HLAC feature (mask No.)

gt g1

z2 92+93+g94+95

z3 ge+97+98+9g9

24 g10+911+912+913+9g14+915+916 +917
25 918 +919+920+921+9g22+923+9g24+925
26 926

27 927

28 928 +920+930+931+932+933+934+935

2.4 PCA and Normal Subspace

This paper calculates the base vectors forming the normal subspace ? by apply-
ing Principal Component Analysis to the HLAC feature vectors z; extracted from
normal tissue images. In this calculation, the eigenvectors U = [ug, - -, up], u; €
VM (j =1,---, M) are calculated by solving the following eigenvalue problem:

R.U =UA,
A n
R, = z=1{ZZZzT} (2)
where z; (i =1,---, M) are the M-dimensional feature vectors and A = diag(A1,

-+, Ap) is the eigenvalue matrix. The variable order K forming the normal
subspace is defined in terms of the contribution rate nx as follows:

K
Zi:l Ai
M
21:1 >‘i

In this paper, the normal subspace is formed by the eigenvectors Ux = {uq, - -,

(3)

K =

uk } as base vectors, according to the order K to satisfy the contribution rate
nk > 0.999, for example.

2.5 Anomaly Judge

The projection operator for the normal subspace is given by P = UKU};.
Then, the projection operator for the ortho-complement subspace to the normal
subspace is given by P, = Iy — P. The distance d; between an input feature
vector z for a test image and the normal subspace is formulated as

@ = ||PL2|? = 27 (Ing — UxUE)2 (4)
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In this paper, we define d; as the anomaly value which is index to classify the
images, as shown in Fig. 6.

3. Verification Experiments

This paper conducted two verification experiments for the three-level image
and the rotation- and reflection-invariant properties employed in the proposed
method.

3.1 Test Data for Experiments

In the experiments, we used histopathological images (Fig.7) of the gastric
biopsy taken from patients that had been classified as representing normal tissue
and cancerous tissue by clinical pathologists.

In general, gastric biopsy samples treated by the pathologists were collected
from the patients who are in variant conditions, such as early or end stage of
cancer, suspected to be cancerous and might be normal (medical examination).
Moreover, in many cases, because cancer area is not expanded all over the biopsy
tissue, normal area can be cut out as images. Therefore, the pathologists can
collect not only cancerous tissues but also normal tissues through the clinical
routine work. In this paper, all the normal images were collected and diagnosed
as normal by the clinical pathologists.

Table 2 presents the conditions of data set for the experiments. In this paper,
250 samples of normal tissue are used as the learning data. And then, another
50 samples of normal tissue and 24 samples of cancerous tissue are used as the
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(a) Normal tissue image

Fig.7 Histpathological images of gastric biopsy.

Table 2 Experimental data.

Data type Diagnosis  Number of sample
Learning data Normal 250
Normal 50
Test Data Cancer 24

test data. These histopathological images for the experiments were taken with
microscopy of 20 times power and saved in 1,280 x 960 JPEG color format.

3.2 Evaluation Method for Verification

In the experiments, the average u and the standard deviation ¢ of the anomaly
values d of the learning data were calculated, and then u + o (which we refer
to as “Hy,”) and u + 20 (which we refer to as “Hs,”) were set as the thresh-
old that discriminates normal and anomaly. When the anomaly value d; for a
test data exceeded these threshold values, it was classified as an anomaly that
might be cancerous in nature. For the verifications, we counted the number of
false-positives (FP) where a normal image was mistakenly classified as being an
anomaly. In addition, we also counted the number of false-negatives (FN), where
a case of cancerous tissue is not correctly classified as such.

3.3 Experimental Result 1

This experiment was conducted to verify the effectiveness of the proposed
three-level image. We used two conventional methods for comparison. They are
gray-scale preprocessing and binary preprocessing implemented with the Otsu
method®. This binary preprocessing was used to our previous method®. In

IPSJ Transactions on Computer Vision and Applications Vol. 3 211-221 (Dec. 2011)

Table 3 Experimental conditions.
Number of HLAC

Image gradation features Level
Gray-scale 255 140 (35 x 4) | 0~255
Otsu binary 2 100 (25 x4) | 1or 0
Proposed 3 140 (35 x 4) Nucleus: 14,

three-level Cytoplasm: 2, Background: 0

the case of binary image, HLAC features are 25-dimentional vectors. Because a
binary image consists of 0 and 1, the results of multiplication for the duplicated
pixel and the triplicated pixel equal 1 (e.g., 1 x 1 =1, 1x 1 x 1 =1). That is,
about the HLAC masks as shown in Fig. 4, No.26 = No.1, No.27 = No.1, No.28
= No.2 and so on. Therefore, the HLAC features extracted from binary image
are 25-dimentional vectors without No.26-No.35 masks.

Table 3 presents the experimental conditions of the proposed method and the
two comparison methods. In this experiment, we used four values of the mask
size w, specifically, 29, 33, 57 and 65, but the HLAC features were not extended
to include the rotation- and reflection-invariant properties. Besides, in the every
method, we used 0.99999 as the threshold for the contribution rate.

Figure 8 presents the original histopathological image, the two conventional
images and the proposed three-level image (we assign Nuclei: 255, Cytoplasm:
127, Background: 0). The gray-scale image (Fig.8 (b)) is the nearest to the
original image (Fig.8(a)) and the tissue structure can be clearly seen. In the
binary image (Fig.8(c)), many of the cytoplasm regions are intermingled with
the background region. On the other hand, with the proposed three-level images
(Fig.8(d)), the three regions of the nucleus, the cytoplasm and the background
can be distinguished.

Table 4 shows evaluations for the three methods. For the gray-scale image,
there were false-negatives according to both thresholds. In contrast, the other
two methods yielded no false-negatives. The proposed method yielded the best
performance in terms of false-positives in comparison to the other methods. As
shown in Fig. 9, the proposed method can classify cancerous samples as anomaly
with larger margins of classification than the gray-scale result. And then the
proposed method can reduce the anomaly value of normal samples compared

© 2011 Information Processing Society of Japan



217 An Extended Method of Higher-order Local Autocorrelation Feature Extraction for Classification of Histopathological Images

NS H

(c) Otsu binary image (d) Proposed three-level image

Fig.8 Preprocessed histopathological images of gastric biopsies.

Table 4 Results of false-positive and false-negative for experiment 1.

FP/FN for threshold H
Preprocessing His Hzy
FP FN | FP FN
Gray-scale 13 1 2 6
Otsu binary 43 0 33 0
Proposed three-level | 28 0 16 0

with the result of binary image regarded as our previous method.

3.4 Experimental Result 2

This experiment was conducted to verify the effectiveness of the proposed in-
variant properties. We compare the results for the extended HLAC features with
the results for the basic HLAC features using proposed three-level images. In
this experiment, we used same conditions, which are the mask size w and the
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Table 5 Results of false-positive and false-negative for experiment 2.

FP/FN for H
HLAC HLAC features His Hoy
FP FN | FP FN
basic HLAC 140 28 0 16 0
extended HLAC 32 11 0 1 0

threshold for the contribution rate, as experiment 1. The HLAC feature vectors
were 32-dimentional vectors and 140-dimentional vectors, respectively.

Table 5 presents the improvement in the number of false-positive due to the
proposed invariant method. Figure 10 shows histograms of the anomaly values
for normal images and cancerous images. Comparing the two panels, it is clear
to see that the area of overlap between normal and cancerous samples is smaller
for the extended HLAC features than for the basic HLAC feature. This result
indicates that the proposed method is capable of classifying cancerous images
as anomaly with greater accuracy and so considerably reduces the rate of false-
positive errors.

4. Conclusion

This paper has proposed an extended method of HLAC feature extraction for
image classification of histopathological images to improve our histopathological
diagnostic support technology. The extended method can preprocess images to
create three-level histopathological images, which are segmented into nucleus,
cytoplasm and background. Moreover, the extended method also extracts HLAC
features with rotation- and reflection-invariant properties from the three-level im-
age. In conducted experiments using histopathological images for gastric biopsy
taken from patients, we demonstrated automatic classification of histopatholog-
ical images into normal and caner with high accuracy and reduction in the rate
of not only false-negative errors but also of false-positive errors.

Although this paper used two types of samples that had been classified by
pathologists, there are actually five classes of gastric biopsy tissue based on cell
morphology and atypism. In order to advance towards the practical application of
our proposed methods, additional studies on clinical classification will be needed.

However, the basic scheme underlying our support technology can be applied to
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Fig.10 Frequency distribution graph of experimental results.

other type of medical imaging technology, such as endoscopy and computerized
tomography. Thus, our method represents a key for solving shortages in medical
staff in the future. Our proposed method can realize reductions in the burdens
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placed on medical staff. Accordingly, their increased opportunities to concentrate
on the diagnosis of more problematic samples will contribute to achieving more
accurate and more prompt medical treatment.
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