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Automatic Prediction of Symbolic and Sentence-Level
Prosody in English for Development of a Reading Tutor
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Abstract: In English education, speech synthesis technologies can be effectively used to develop a reading tutor to
show students how to read given sentences in a natural and native way. The tutor can not only provide native-like
audio of the input sentences but also visualize required prosodic structure to read those sentences aloud naturally. As
the first step to develop such a reading tutor, prosodic events that can imply the intonation of the sentence need to be
predicted from plain text. In this research, phrase boundary and 4-level stress instead of the traditional binary stress
level are taken into consideration as prosodic events. 4-level stress labels not only categorize syllables into stressed
ones and unstressed ones, but also indicate where phrase stress and sentence stress should appear in a sentence. Con-
ditional Random Fields as a popular sequence labeling method are employed to do the prediction work. Experiments
showed that applying our proposed method can improve the performance of prosody prediction compared to previous
researches.
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1. Introduction
Prosody is an important component employed to express emo-

tions and intentions in speaking. It can influence the speech un-
derstanding because it usually contains information beyond literal
meaning of a sentence. Most of the students may find it difficult
to study English prosody due to the lack of effective methods,
and unnatural prosody makes learners difficult to be understood,
and of course, sound much less native. Therefore, to help with
this situation, automatic prediction of prosodic events from input
English text is needed when developing a reading tutor.

There are mainly two aspects of prosody we are concerned with
in this paper, the phrase boundary and stress. The prosodic phrase
boundary, which is often represented by “slash,” divides a sen-
tence into phrasal segments, and can usually decide where should
pause in that sentence. The stress, on the other hand, refers to
which syllable in a word should be pronounced to be salient.

Since the automatic prediction of prosodic events started to be
pursued technically, several machine learning and deep learning
methods have been proven to be effective in such a task, including
Support Vector Machine (SVM) [1], Conditional Random Fields
(CRFs) [2, 3], Hidden Markov Model (HMM) [4], and BLSTM-
RNN [5,6]. When stress prediction was involved, most researches
only used binary annotation for stress, where syllables were cate-
gorized into stressed ones and unstressed ones. However, binary
stress level is not adequate enough to guide English learners.

In this paper, we proposed to employ CRFs to predict the
phrase boundary and stress from plain text to develop a reading
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Fig. 1 Stress in a sentence

tutor. We mainly focused on the prediction of stress on the phrase
level and stress on the sentence level, which were seldom distin-
guished from each other in prior researches.

2. Phrase Stress and Sentence Stress
Fig. 1 shows an example that can explain the stress inside a

sentence [7]. The number of “x” marks on each syllable from one
to four stands for unstressed syllable, word stress, phrase stress
and sentence stress, respectively.

In the first sentence “Come to tea,” the prominent word is “tea,”
which is also called sentence stress in our work. While in sen-
tence “Come to tea with John,” the sentence stress falls on the
word “John,” showing that when the sentence changes, the sen-
tence stress can be transferred onto another word. After this sen-
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tence being extended into “Come to tea with John and Mary,”
the native speaker will naturally divide it into two phrases. In
the first phrase “Come to tea,” like the first simple sentence, the
prominent word is “tea,” but compared to the prominent word in
the second phrase, it no longer receives the biggest emphasis in
the whole sentence. We call the prominent word in a phrase as
phrase stress. Obviously, there is only one word per phrase that
may have phrase stress, and only one word per sentence that may
have sentence stress, and when a word has sentence stress, it must
also has the phrase stress.

Just as mentioned in a classic linguistic research by Liber-
man [8], “the strongest stress in a phrase will fall as far back, i.e.,
as close to the end as possible,” which is also called nuclear stress
rule that linguists use to annotate the stress on words and sylla-
bles theoretically. To assign the “x” marks like Fig. 1, some more
detailed rules were summarized [7]. Each syllable is assigned
with one “x” at first, then at word level, every polysyllabic word
and monosyllabic content word gets marked with an additional
“x.” At the phrase level, only one word in a phrase gets marked
with an extra “x,” which is usually the last content word inside
the phrase. Similarly, at the sentence level, a single word gets
marked with an extra “x,” which is usually the last content word
in the sentence. When applying these rules, however, there are
many exceptions. For example, in the phrase “for the first time,”
the stress tends to fall on the word “first” instead of “time,” and
in the phrase “orange juice,” the first noun receives more empha-
sis than the last noun. These exceptions show that simple rules
are unable to give the right answer all the time, and more efforts
should be paid.

3. Tasks and Corpus
When English learners are not sure how to pronounce a certain

word, they can always look up a dictionary and it will offer in-
formation of phoneme and stress position inside this word. But
things are different when they try to pronounce a complete sen-
tence. Though pronouncing every word correctly, English learn-
ers may still sound strange, and what makes it worse is that there
is no dictionary to tell them where to pause or where to place
stress in a sentence. To help with this situation, we aim at devel-
oping a reading tutor that can automatically predict the position
of phrase boundaries, phrase stress and sentence stress.

In this study, we employed the machine learning method,
CRFs, to do the prediction work. CRFs, as a popular and efficient
method for a sequence labeling task, have been successfully used
in many automatic prosodic annotation works [2, 3, 9]. Though
the applied corpora are various and it is unfair to judge methods
only by the results of these researches, the results can indeed re-
flect how well these methods performed in prosodic annotation
tasks to some extent. CRFs gave one of the best results in phrase
boundary prediction with recall rate being 0.679, precision being
0.753, and f-score being 0.714 [2], which were very close to re-
sults of SVM. While in the binary prediction of whether a word
is a prominent word, the results given by CRFs exceeded others
significantly, with recall rate being 0.950, precision being 0.927
and f-score being 0.939 [3]. Having had successful experience in
prior researches, it is reasonable to employ CRFs in our work.

Table 1 Basic features for CRFs

1 Token
2 Base form of token
3 POS

The data we used to train and test are provided by an ex-
pert phonetician who has rich experience in teaching English to
Japanese learners. The corpus consists of 712 carefully chosen
English sentences, each of which is recorded in North Ameri-
can accent. The corresponding text was analyzed prosodically
and manually, and was annotated with phrase boundaries and the
stress level on each syllable. The stress level system was formed
by 4 levels, including level one representing unstressed syllable,
level two representing stressed syllable inside a word, level three
standing for phrase stress and level four being sentence stress.
Fig. 1 are some examples of her prosodic annotations.

4. Experiments
Both experiments of symbolic prediction of phrase boundaries

and stress level were conducted. In phrase boundary prediction,
the performance of CART in Festival Speech Synthesis System
was evaluated as baseline, for it is one of a common and popu-
lar tool in this task. As for stress level prediction, only the ex-
periments applying CRFs were conducted, because we did not
find any system or prior research that realized 4-level stress pre-
diction. All the recall and precision of CRFs are the average of
10-fold cross validation, with the proportion of training data and
testing data being 9 to 1.

4.1 Phrase boundary
The phrase boundary prediction can be formulated as a prob-

lem of after which word in a given sentence a slash representing
the boundary should be inserted. For each word in the sentence,
the judgment should be done and the binary result of inserting
slash or not can be given.

As mentioned above, we firstly conducted the predicting exper-
iment as baseline by using Festival which is the default tool for
predicting phrase boundaries in the HMM/DNN-based Speech
Synthesis System (HTS). Festival offers example modules for
speech synthesis, for example, the part-of-speech (POS) tag-
ging for each word and duration prediction for each phoneme.
For phrase boundary prediction, there are two methods pro-
vided, classification and regression trees (CART) and probabilis-
tic model, and here as baseline method, we chose the simpler one,
CART. Results are shown in Table 3 for comparison, and just
as the document of Festival suggests, the baseline method was
trained to predict the boundary with rare false detection, causing
low recall but high precision.

The position of phrase boundaries has strong correlation with
the syntactic and lexical structure of a sentence, which can be ex-
cellent references when choosing features for the CRFs. Refering
to a prior research [2], we listed a very basic set of features that
should be extracted from previous, current and next tokens, as
shown in Table 1.

Then an improved feature set inspired by some prior researches
[2, 3, 9] that also employed CRFs to predict phrase boundaries.
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One of them originally predicted prosodic events in Japanese text
which does not even have obvious boundary between words, and
we found it could be a good reference for a similar task in En-
glish. As shown in Table 2, in this improved feature set, more
efforts were put on the context by adding bigram and trigram fea-
tures, with letter “C” standing for current, “P” for previous and
“N” for next.

The results of both experiments applying the basic features and
the improved features are listed in Table 3. It shows that CRFs
indeed performed better than the baseline method, and with ap-
propriate features chosen, the result can be improved further.

By analyzing the predicted results which were not matched
with the source data, we found that quite a few of them were ac-
tually acceptable speaking style for a reading tutor, which means
the position of phrase boundaries in source data are not the only
correct position to pause in a sentence. For example, in the sen-
tence “Peter apologized for his temper and his impatience,” our
prediction claims that there is a phrase boundary behind the word
“apologized,” while the source data claims there is not, but both
are judged as acceptable by a phonetician.

4.2 Stress
Experiments of predicting on which word phrase stress or sen-

tence stress falls were conducted. To the best of our knowledge,
unlike predicting phrase boundaries, an existing tool for phrase
and sentence stress prediction was not found, and as a result, there
is no baseline method in this task.

With the experience of slash position prediction, we have sum-
marized a list of features that was effective in predicting phrase
boundaries, as shown in Table 2. Considering that the stress posi-
tion can also be closely correlated with these features, we firstly
applied the same features for phrase and sentence stress predic-
tion, and the results are respectively shown in Table 5 and Table
6 for comparison.

Besides the above features, another important feature that can
effect the phrase stress position is actually the phrase boundary,
the one we just predicted in the other experiment. As mentioned
in section 2, linguistic rules for stress assignment show how im-
portant the position of phrase boundary is to phrase stress, and
to verify whether this theory can also influence the prediction us-
ing CRFs, an experiment of predicting phrase stress only with the
features listed in Table 4 was conducted.

The results listed in Table 5 show the experiment applying cor-
rect phrase boundary as a feature performed much better than ap-
plying the long list of features of Table 2, suggesting that phrase
boundary is one of the most important features for phrase stress
prediction.

However, the phrase boundary is not given from plain text data,
and what we have is just the predicted phrase boundary. Assum-
ing that our prediction result is accurate enough, we conducted
another experiment using the predicted phrase boundary instead
of the correct one, with two other features, the token and POS,
staying the same. The results are also listed in Table 5. It shows
that applying predicted phrase boundary performed better than
using the improved set of features, but the recall, precision and
f-score are much lower than applying the correct phrase bound-

Table 2 Improved features for CRFs

Features of P, C, N tokens individually
1 Token
2 Base form of token
3 POS
4 Lexical stress pattern (according to CMU pro-

nouncing dictionary)
N-Gram features

5 Bigram features of P and C tokens
6 Bigram features of C and N tokens
7 Trigram features of P, C and N tokens

Table 3 Results of phrase boundary prediction

Method Recall Precision F-score
CART 0.290 0.787 0.424
CRFs (basic fea-
tures)

0.686 0.748 0.715

CRFs (improved
features)

0.712 0.761 0.735

Table 4 Features for phrase and sentence stress prediction

1 Token
2 POS
3 Correct slash position
4 Word’s backward position in the phrase

Table 5 Results of phrase stress prediction

Method Recall Precision F-score
CRFs (improved
features)

0.802 0.806 0.804

CRFs (correct
slash)

0.915 0.922 0.919

CRFs (predicted
slash)

0.801 0.822 0.811

Table 6 Results of sentence stress prediction

Method Recall Precision F-score
CRFs (improved
features)

0.857 0.875 0.865

CRFs (correct
slash)

0.870 0.892 0.881

CRFs (predicted
slash)

0.862 0.890 0.876
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ary, suggesting that improvement is needed in the prediction of
phrase boundary in the future.

Similarly, the experiments of sentence stress prediction were
also conducted, both using the correct slash labels and predicted
ones. In addition, the phrase’s backward position in the whole
sentence was applied as a new feature. The results are listed
in Table 6. Comparing to the long list of features, when phrase
boundary is involved, it is impressive that fewer features can ac-
tually provide better performance, showing that phrase boundary
is also important for sentence stress prediction.

The same fact that the annotation in source data is not the
only correct answer to the prosody of the sentence is also true
in stress prediction task. For example, in the sentence “only the
most accomplished artists obtain popularity,” whether the phrase
boundary falls on the word “accomplished” as in source data or on
“artists” as in prediction, they are both acceptable. Reevaluation
of the obtained results not using source data but using judgements
of other phoneticians will be done in the future.

5. Conclusions
In this work, we applied CRFs to predict the phrase boundary,

phrase stress and sentence stress from plain text. It was shown
that using CRFs can indeed provide good performance in predict-
ing prosodic events. Choosing the appropriate features for CRFs
can improve the performance further. In phrase stress and sen-
tence stress prediction, it was proven that the position of phrase
stress and sentence stress is closely correlated with the position
of phrase boundary, so the phrase boundary should be chosen as
an important feature.

The prediction results are to some extent satisfactory, but im-
provement is also needed. We can either improve our feature
set for CRFs prediction, or employ neural-network (NN) based
method on the same tasks. However, to apply NN based method,
we need a larger corpus than the one we used in this research. To-
gether with the fact that the corpus we used was not designed for
educational purposes, we are planning to enlarge the size of train-
ing data by annotating an additional text corpus. One possibility
is use of sentences in extensive reading. We have seleted several
candidates, but considering that manual annotation can be very
time-consuming, another possibility is to use the CMU ARCTIC
database. For each sentence in this CMU database, the tone tier in
ToBI labeling and some phrase boundary related labels are pro-
vided. If we can find a proper way to convert these labels to the
format we proposed, the size of training data can then be easily
enlarged.
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